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FOREWORD 

IDAGAM I is a deterministic, fully automated model of non* 

nuclear combat between two opposing forces.  The purpose of 

this report is to describe and document IDAGAM I.  The report 

consists of five volumes, the contents of which are summarized 

as follows: 

Volume 1 - Comprehensive Description 

I.  LEVEL OF DETAIL OF IDAGAM I 

II.  DESCRIPTION OF IDAGAM I 

III.  LIMITATIONS OF IDAGAM I AND SUGGESTIONS FOR 
FURTHER RESEARCH 

REFERENCES 

Volume 2 - Definitions of Variables 

I.  PROGRAM, OVERLAYS, AND SUBROUTINES 

II.  DEFINITIONS OF VARIABLES 

Volume 3 - Detailed Description of Selected Portions 

I.  MAXIMUM NUMBER OF RESOURCES AND OTHER 
QUANTITIES THAT CAN BE PLAYED 

II.  THE AIR-COMBAT MODEL 

III.  THE GROUND-COMBAT MODEL 

IV.  THE THEATER-CONTROL MODEL 

V.  THEATER CONTROL AT TIME ZERO 

VI.  GEOGRAPHY 

iii 



Volume 4 - Documentation 

I.  STRUCTURE OF IDAGAM I 

II.  MACHINE CONVERSION 

III.  PREPARATION OF INPUTS 

IV.  DESCRIPTION OF OUTPUTS 

Appendix A.  SAMPLE OUTPUT 

Appendix B.  RELATIONSHIPS AMONG VARIABLES 

Appendix C.  VARIABLE SIZES AND LOCATIONS 

Volume 5 - Testing 

I.  DESCRIPTION OF THE TEST PLAN 

II.  RESULTS OF TESTS 

III.  CONCLUSIONS 

Appendix.  SOURCES OF INPUT DATA    , 

Volumes 1, 2, 3, and ^ are Unclassified; Volume 5 Is Secret. 

Since it would be much too unwieldy to include a copy of 

the code of the IDAGAM I computer program in this report, no 

such copy is included here.  Copies of this code on appropriate 

media (tape, cards, etc.) can be obtained directly from the 

Institute for Defense Analyses. 
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INTRODUCTION 

IDA Ground-Air Model I (IDAGAM I) is a deterministic, fully 

automated model of nonnuclear combat between two opposing sides. 

The purpose of this volume is to provide a comprehensive 

description of IDAGAM I.  Chapter I discusses the level of 

detail of IDAGAM I-  A summary description of the logic and a 

precise statement of the attrition equations used in IDAGAM I 

are given in Chapter II.  Limitations of IDAGAM I and sug- 

gestions for further research are given in Chapter III.  Pre- 

ceding the description of IDAGAM I, some background information 

is given in this introduction. 

The reader interested only in a summary description of 

IDAGAM I (but not in the details of the attrition equations) 

should read only Chapter I and Sections A, B.l, C.l, and D.l 

of Chapter II of this volume. 

IDAGAM I is the latest in what might loosely be called a 

family of models that began with ATLAS (Kerlin and Cole [19]) 

and led first to GACAM (Bracken, et al. [12]), then to GACAM II 

(Bracken, et al. [11]), and then to IDAGAM I.  This is a "loose" 

family because the only thing that really ties it together is 

that the developers of each succeeding model, before developing 

that model, looked closely at the advantages and limitations of 

its predecessors.  These models were not developed at the same 

place or under the same funding; and, with the exception of 

Edward Kerlin, they were not developed by the same people. 

ATLAS had its own forerunners, but they were not fully 

automated models.  GACAM was developed with a goal of 



simplifying the ATLAS ground-combat process, so that a more 

elaborate air-combat process could be played and so that the 

total computer running time of GACAM would be small enough to 

allow it to be used as part of higher-level models, such as 

GANCAM and the World-Wide Integrating Model (Bracken, et al. 

[12]).  This goal was accomplished, but in the process the 

GACAM ground-combat process was, according to some critics, 

too oversimplified. 

This criticism led to GACAM II, which attempted to increase 

the level of detail of the GACAM ground process by introducing 

sectors, weapons by type, and other details.  However, GACAM II 

still retained the basic firepower structure of ATLAS and GACAM. 

This defect was felt to be severe and led to IDAGAM I.  In 

addition to the "omission" characteristic of not being a fire- 

power model, we believe that IDAGAM I has many positive charac- 

teristics that make it generally preferable to its predecessors. 

Indeed, the objective of this effort was not to develop a model 

designed to address a particular set of questions, but rather 

it was to improve in general upon previous theater-level models 

of nonnuclear combat.  One purpose of this report is to describe 

IDAGAM I in sufficient detail that potential users can decide 

whether this is an appropriate model to address the particular 

problems that the potential user might have. 

The authors would like to acknowledge thorough reviews of 

this report by Joseph Bruner (of General Research Corporation) 

and by Seymour Deitchman (as the responsible IDA reviewer). 

The authors would also like to acknowledge the sustained 

assistance of Mabel Iverstrom in typing and checking the 

accuracy of this report. 



Chapter I 

LEVEL OF DETAIL OF IDAGAM I 

A.   THEATER STRUCTURE 

IDAGAM I is designed to be a theater-level model.  If 

desired, only part of a theater can be played (and, with some 

restrictions, several theaters can be played simultaneously). 

For the purposes of this report, we will assume that IDAGAM I 

is being played at the theater level. 

1 .  Geographical Sectors 

The theater structure of IDAGAM I contains a series of 

nonintersecting geographical sectors that cover the theater 

area of interest.  These geographical sectors are considered 

as avenues of advance that run the length of the theater, that 

are not necessarily of constant width, and that are separated 

from adjacent sectors by rough terrain, neutral countries, or 

other specifics of the theater area that would hinder combat 

across sector boundaries.  Each geographical sector is assumed 

to consist of an integral number of intervals.  Terrain-type 

variations, width-of-sector variations, defensive barriers, 

and other geographical characteristics will be played with 

these intervals.  Intervals are assumed to be areas of constant 

width but variable depth, with the terrain or barrier assumed 

to be constant throughout the interval.  (Additional informa- 

tion concerning the way that geography and defensive barriers 

are played in IDAGAM I is given in Chapter VI of Volume 3.) 



2.  Combat Sectors, Regions, and COMMZ 

While geographical sectors run the length of the theater, 

ground combat will take place only in the portion of the geo- 

graphical sector that is relatively near the line that separates 

the two sides.  (This line is traditionally called the forward 

edge of the battle area, or FEBA.)  If a unit is in the Jth 

geographical sector and is close enough to the FEBA to partici- 

pate in combat, we will say that the unit is in the J  combat 

sector (or, simply, in the J  sector).  If that unit is not 

close enough to participate in combat (i.e., it is in reserve), 

then we will say that the unit is in a region or in the COMMZ 

(defined below). 

Regions consist of the rear portion of one or more geo- 

graphical sectors.  The left boundary of a region is the left 

boundary of the leftmost geographical sector contained in that 

region, and the right boundary of a region is the right boundary 

of the rightmost geographical sector contained in that region. 

Which geographical sectors are contained in which regions is an 

input to the model.1  The grouping of geographical sectors into 

regions need not be the same for both sides.  Thus, since the 

forward part of a geographical sector is a combat sector, each 

region boundary must coincide with the boundary of some combat 

sector.  But region boundaries for one side need not correspond 

to region boundaries for the other side. 

The number of regions and sectors played in IDAGAM I is an 

input.  The maximum number of regions and sectors that can be 

played is part of the computer program, but this maximum number 

is easily changed.  (A complete discussion of these maximums 

is given in Chapter I of Volume 3.) 

however, if two geographical sectors are in a region, then all 
geographical sectors between them must be in the same region. 



There is exactly one communications zone (COMMZ) for each 

side in the theater.  The COMMZ for each side is located to the 

rear of all ground battle activity. 

With the two opposing sides being denoted by Blue and Red, 

an example of theater structure with seven sectors, two Blue 

regions, and three Red regions is given in Figure 1. 

Blue 
Regions 

Combat 
Sectors 

Red 
Regions 

Blue 
COMMZ 

© 
(z) © 

Red 
COMMZ 

® 
(t) 

© 
© 

(4) 

(3) 

Cv 

© © 
FEBA 

Figure 1.  EXAMPLE OF THEATER STRUCTURE 

B.   RESOURCES 

The two opposing sides, which are denoted by Blue and Red, 

are represented symmetrically in IDAGAM I.  Each side can have 

ground resources and air resources. 



1 .  Ground Resources 

a. People 

IDAGAM I accounts for exactly four categories of people 

(combat, combat support, service support, and theater support). 

However, the fourth category, theater-support personnel, must 

always be located in the COMMZ and cannot cause or suffer attri- 

tion (except for nonbattle-related casualties).  They are con- 

sidered only for accounting and supply-consumption purposes. 

The distinction between the other three categories is also 

only for accounting purposes; however, the sum of the number of 

people in these three categories is significant in the attrition 

and FEBA-movement calculations.  Thus, IDAGAM I actually "plays" 

only one type of people; and this type is the sum of the number 

of people in the first three personnel categories listed above. 

b. Weapons 

The number of types of weapons on each side that are played 

in IDAGAM I is an input.1 For example, IDAGAM I could be played 

with 10 types of weapons on each side, where 

Blue weapon type 1 = small arms; 

Blue weapon type 2 = armored personnel carriers; 
Blue weapon type 3 = tanks; 
Blue weapon type 4 = antitank weapons; 
Blue weapon type 5 = field artillery (155 mm or 8 in.); 

Blue weapon type 6 = field artillery (175 mm); 
Blue weapon type 7 = mortars; 
Blue weapon type 8 = helicopters; 
Blue weapon type 9 = antiaircraft artillery; 

*The maximum number of types of weapons that can be played is 
fixed in the computer program but can easily be changed.  As 
many other quantities have this property, we will not make 
this statement each time such a quantity is introduced. 
(Instead, a complete list and full explanation is given in 
Chapter I of Volume 3.) 

6 



Blue weapon type 10 = surface-to-air missile systems; 

and 

Red weapon type 1 = small arms; 
Red weapon type 2 = armored personnel carriers; 

Red weapon type 3 = tanks; 
Red weapon type 4 = antitank weapons; 
Red weapon type 5 = field artillery (155 mm or 122 mm); 
Red weapon type 6 = field artillery (130 mm); 

Red weapon type 7 = mortars; 
Red weapon type 8 = multiple rocket launchers; 
Red weapon type 9 = antiaircraft artillery; 
Red weapon type 10 = surface-to-air missile systems. 

The last type of weapon on either side must be surface- 

to-air missile systems (SAMs) and, if a second type of ground- 

to-air weapon system (such as short-range SAMs or antiaircraft 

artillery (AAA)) is to be played, then it must be the second- 

to-last type of weapon.1  Other than this, there is no formal 

restriction on what types of weapons can be played; and dif- 

ferent types can be played on each side.  However, some types 

of weapons (e.g., nuclear weapons or biological weapons) would 

not be appropriately modeled by IDAGAM I. 

c.  Minefields 

Mines are not played as a type of weapon as described above. 

Instead, IDAGAM I plays preplanned minefields that are assumed 

1IDAGAM I allows up to two types of ground-to-air weapons to be 
played, and one of these types is assumed to have shorter range 
than the other.  In this report, we assume that these two types 
of weapons are SAMs and AAA.  However, IDAGAM I can also be used 
to play two types of SAMs (long-range and short-range), provided 
either that AAA are not played or that they are grouped together 
with short-range SAMs as the second-to-last type of weapon. 

If two types of ground-to-air weapons are not played, then 
certain parameters must be zeroed out, so that the second-to- 
last type of weapon is given no ground-to-air capability and no 
aircraft are sent on AAA-suppression missions. 



to extend across one or more sectors and that can be of variable 

depth and density.1  Minefields affect the movement and casualty 

rate of the attacker until the minefield is breached.  (A defense 

using a minefield is treated essentially as a separate type of 

defensive posture, which is discussed further in Chapter VI of 

Volume 3-) 

d.  Divisions 

The number of types of units that are played on each side 

is an input.  However, these units must be separate units; one 

cannot be a part of another.  Thus, IDAGAM I can play divisions 

and separate brigades, or brigades and separate battalions, but 

it cannot simultaneously play both divisions and the brigades 

that compose those divisions.  Subject to this restriction, a 

unit of any size can be played; and units of various sizes can 

be played simultaneously. 

IDAGAM I was designed with the idea of playing notional 

units (i.e., a type-i unit in sector J would be indistinguish- 

able from any other type-i unit in sector J).  (Units of 

different types in the same sector and units of the same type 

in different sectors are distinguishable.)  However, it is 

possible under some severe restrictions to use IDAGAM I to play 

individual units.  (This possibility is discussed at the end 

of Chapter I of Volume 3.)  For simplicity, throughout this 

report we will assume that notional units are being played, 

which we will refer to as divisions. 

As an example, IDAGAM I could be played with four types of 

notional divisions on each side, where 

Blue division type 1 = U.S. armor division; 

xIf an actual minefield spans, say, one-half of a sector, then 
this partial span can be approximated by a minefield that spans 
the whole sector and has a depth of one-half (or less) of the 
actual minefield. 

8 



Blue division type 2 = U.S. mechanized infantry division; 

Blue division type 3 = non-U.S. NATO armor division; 

Blue division type 4 = non-U.S. NATO mechanized infantry 
division; 

and 

Red division type 1 = Soviet/Czech tank division; 

Red division type 2 = Soviet/Czech motorized rifle division; 

Red division type 3 = E. German/Polish tank division; 

Red division type l\  - E. German/Polish motorized rifle 
division. 

Each type of division has several characteristics that 

differentiate it from other types of divisions.  For example, 

each type of division has its own— 

(1) TOE (authorized number of people and weapons by type); 

(2) actual number of people and weapons by type; 

(3) effectiveness degradation function (this gives the 
percent degradation of effectiveness as a function 
of the percent strength of the division); 

(4) reorganization rate; 

(5) relative-movement rate; 

(6) relative size; 

(7) personnel strength level at which the division is 
withdrawn from combat; and 

(8) personnel strength level required for the division to 
enter combat. 

e.  Location of Divisions, Weapons, and People 

A divison can be located in any (combat) sector, in any 

of its side's regions, or in its side's COMMZ.*  If a division 

is in a sector, then that division is in combat and can cause 

JThis structure gives the maximum number of possible locations 
for each division.  Fewer locations for specific types of 
divisions can be played.  For example, if it is desired, only 
U.S. divisions in certain sectors and only non-U.S. NATO divi- 
sions in other sectors can be played. 



and receive casualties.  If a division is in a region or the 

COMMZ, then it is in reserve and cannot cause casualties. 

Divisions in the COMMZ cannot receive casualties, but divisions 

in regions can be attacked by enemy aircraft.1 

Weapons can either be in a division (and so be located 

wherever the division is located) or be in the weapon-replacement 

pool in the COMMZ (there is one such pool for each side).  There 

can never be more weapons in a division than the TOE of that 

division calls for (and, of course, the TOE of a particular 

type of division might call for no weapons of a particular type). 

The first three types of people (combat, combat support, and 

service support) can either be in a division or be the personnel- 

replacement pool in the COMMZ.  However, unlike weapons, people 

are not distinguished by type when they are in the replacement 

pool.  They are distinguished by type only in divisions; and 

when people are moved from the replacement pool to a division, 

they are assumed to be distributed by type according to the needs 

of that division. 

The fourth type of people (theater support) are located in 

the COMMZ and cannot be either in divisions or in the personnel- 

replacement pool. 

f.  Supplies 

IDAGAM I plays exactly one type of supplies, which should 

be considered as general supplies and should include food, 

ammunition, and fuel for both ground forces and air forces (they 

are included under ground resources for convenience only).  The 

unit of measure for these general supplies is considered to be 

tons, and the model assumes that each person (by type), each 

IDAGAM I does not play enemy air attacks on resources in the 
COMMZ. 

All divisions in reserve can suffer nonbattle-related 
casualties. 

10 



ground weapon (by type), and each aircraft (by type) consumes 

a certain number of tons of supply per time period (for people 

and ground weapons, this consumption rate is also a function 

of posture).  (The way that supplies are played in IDAGAM I is 

discussed further in Section D.4, Chapter II, of this volume.) 

g.  Surface-To-Air Missile Systems 

SAMs differ from the other types of weapons in the 

following respects:  First, as noted above, SAMs have no "ground 

value" and are the only weapons with no such value.  (We assume 

that AAA could be used against enemy ground troops.)  Second 

the "ammunition" for the SAMs (i.e., the actual missiles them- 

selves) are not played as part of the general supplies but are 

accounted for separately.1  Finally, both SAMs and AAA can be 

used to defend airbases (as will be discussed in Subsection 2, 

which follows). 

2.   Air Resources 

a.  Aircraft 

The number of types of aircraft on each side that are 

played in IDAGAM I is an input.  (See Chapter I of Volume 3 

for a discussion of the maximum number of types of aircraft 

that can be played.)  For example, IDAGAM I could be played 

with seven types of Blue aircraft and three types of Red air- 

craft, where 

^his was done because these missiles are, in a sense, weapons 
themselves and because the number of missiles fired is depen- 
dent not only on the number of launching systems but also on 
the number of enemy sorties that fly within range of these 
systems.  Thus, the number of missiles expended per launcher is 
not constant; but, rather, it must be computed by the model. 
Given that the model has to do this computation, it seems 
worthwhile to keep track of the number of missiles expended. 

11 



Blue aircraft type 1 ■ F-4; 
Blue aircraft type 2 = A-7; 

Blue aircraft type 3 = F-105; 

Blue aircraft type 4 = F-lll 

Blue aircraft type 5 = F-100; 

Blue aircraft type 6 = F-104 

Blue aircraft type 7 = F-5 or G-91; 

and 

Red aircraft type 1 = SU-7 or MIG-19; 

Red aircraft type 2 = MIG-17 or MIG-21; 

Red aircraft type 3 = MIG-23. 

Parameters such as kill-effectiveness in an engagement with 

an enemy aircraft, effectiveness when attacking an enemy airbase, 

notional load of munitions (and hence effectiveness on close-air- 

support missions), sortie rate, range considerations, shelter 

priority, and occupancy factor (the percent of time that an 

aircraft is on the ground and so is vulnerable to an enemy air- 

borne attack)—these parameters are functions of type of aircraft, 

The input assignment of aircraft to missions is also a function 

of aircraft type (as will be explained in Subsection d, below). 

b.  Airbases 

IDAGAM I plays two notional airbases in each region and 

one notional airbase in the COMMZ for each side. Unlike the 

number of types of weapons or types of aircraft, this number 

of notional airbases is fixed in the model and cannot easily 

be increased. (It would be easy to play fewer than this number 

of notional bases.) The rationale behind choosing this struc- 

ture is as follows: 

One notional airbase for each side was considered insuffi- 

cient for the following reasons:  First, certain aircraft may 

be able to fly close-air-support (CAS) missions only in certain 

12 



sectors.  For example, U.S. aircraft may be able to provide 

support only in sectors defended by U.S. divisions, and non-U.S. 

NATO aircraft may only be able to provide support in sectors 

defended by non-U.S. NATO divisions.  These restrictions are 

handled by playing at least one notional airbase in each region. 

However, allowing only one notional airbase for each region 

is still insufficient.  To see this, consider the following simple 

case:  Suppose each side had only one type of aircraft, and sup- 

pose that Blue's aircraft were identical in all respects to Red's 

aircraft.  Suppose, further, that these aircraft had a fixed 

range—no matter what mission they flew.  Then, aircraft that 

are assigned to attack an enemy airbase would have to be based 

close enough to the FEBA to reach that enemy airbase, whereas 

aircraft that are assigned to provide CAS need by only close 

enough to reach the FEBA.  The two-sided picture is as follows: 

•^ • *^^" 

BLUB BLUE 
REAR FORWARD 

AIRBASE AIRBASE 
9-4-74-38 

FEBA RED RED 
FORWARD REAR 
AIRBASE AIRBASE 

Blue aircraft could attack the Red rear airbase only from the 

Blue forward airbase—and only if that airbase were very near the 

FEBA—and vice versa.  But since an airbase very near the FEBA 

would be subject to attack by artillery (among other things), 

it is not reasonable to locate an airbase there.  Thus, in this 

simple case, if a side wanted to use its aircraft on CAS missions 

only, it could assign all its aircraft to its (invulnerable) 

rear airbase.  But any aircraft that are to fly airbase-attack 

(ABA) missions (or be flexible enough to fly either mission) 
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must be stationed on the forward airbase, and these aircraft 

could attack only the enemy forward airbase.1 

Of course, this case is oversimplified.  Different types 

of aircraft have different maximum ranges, and there are range- 

payload trade-offs.  But even in this simple case, if a model 

is to play both CAS and ABA missions properly, then the model 

should play at least two notional airbases—one forward and 

one rear.  And if playing airbases in this way is required in 

the simple case, then in the more complex case, where actual 

ranges of the aircraft played are considered, a model would 

certainly be deficient if it did not play airbases at different 

ranges from the FEBA. 

IDAGAM I can play airbases at three different ranges from 

the FEBA.  The notional airbases closest to the FEBA are those 

in the forward part of the regions.  The next closest are those 

in the rear parts of the regions.  The notional airbase farthest 

from the FEBA is the one in the COMMZ.  The forward and rear air- 

bases in each region are meant to handle the problem described 

above, and the COMMZ airbase is meant to allow IDAGAM I to play 

long-range aircraft (like the F-lll) or aircraft that could have 

a long range at the cost of a reduced payload. 

In summary, the airbases played in IDAGAM I are notional 

airbases, each of which is considered to be composed of one or 

more actual airbases.  IDAGAM I plays several notional airbases, 

partially in order to allow aircraft to provide CAS in certain 

sectors only, but primarily to play range considerations related 

to different types of missions as well as to different types of 

aircraft. 

Each notional airbase is characterized by its location (the 

region number and forward or rear, or the COMMZ), by the number 

xThis type of analysis has previously been used for naval air- 
craft that are based on aircraft carriers and are used to 
provide CAS. 
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of aircraft of each type based on it, and by the number of SAMs 

and AAA that are protecting it.  These notional airbases can 

be pictured as moving as the FEBA moves.  So if the PEBA were 

to move 200 km in the same direction in each sector, then each 

notional airbase can be thought of as moving 200 km in that 

direction; and the aircraft and SAMs and AAA would move along 

with their airbase.  Aircraft based on each notional airbase 

can be protected by shelters, but these shelters are not "part" 

of the airbase because the shelters are in fixed positions 

and do not move as the airbase moves.  (It is possible also to 

play "movable" shelters in IDAGAM I, under some restrictive 

assumptions.) 

c.  Aircraft Shelters 

IDAGAM I plays one type of shelter for aircraft on each 

side.  These shelters provide protection for the aircraft from 

enemy airbase attacks. 

With the exception just noted, these shelters are considered 

to be in fixed positions.  Thus, for example, a shelter may ini- 

tially be so far from the FEBA that it cannot be used even by 

aircraft based in the COMMZ.  If the FEBA were to move closer 

and closer to that shelter, the shelter could be used first by 

aircraft based on the COMMZ airbase, then by aircraft based on 

the rear-region airbase, and finally by aircraft based on the 

forward-region airbase.  Then, if the FEBA were to move still 

closer, the shelter would be considered to be too close to the 

FEBA to be used even by aircraft based on the forward-region 

airbase.  Finally, if the FEBA crosses the location of the 

shelter (i.e., the shelter is overrun by the enemy), the shelter 

is assumed to be destroyed.  The initial location of the shelters 

and the distances from the FEBA (that determine which shelters 

can be used by which notional airbases) are input.  New shelters 

can be added (i.e., built) at any time during the war by input. 
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Aircraft are sheltered according to a priority-sheltering 

scheme, so that if type-3 Blue aircraft have a higher priority 

for sheltering than type-2 Blue aircraft, all type-3 Blue air- 

craft are sheltered on an airbase before any type-2 Blue air- 

craft are sheltered.  The priority for sheltering is input. 

d.  Missions for Aircraft 

IDAGAM I plays seven primary missions and five secondary 

missions for aircraft.  The seven primary missions are 

(1) Close air support (CAS) 

(2) Close-air-support escort (CASE) 

(3) Battlefield defense (BD) 

(4) Airbase attack (ABA) 

(5) Airbase-attack escort (ABAE) 

(6) Airbase defense (ABD) 

(7) Interdiction of divisions in reserve (IDR). 

Aircraft on CAS missions attempt to fire on enemy divisions 

in combat.  Aircraft on BD missions attempt to intercept the 

enemy CAS aircraft before they can fire at friendly divisions. 

Aircraft on CASE missions attempt to engage the enemy BD air- 

craft before those aircraft intercept the CAS aircraft.  Air- 

craft on ABA missions attempt to destroy enemy aircraft on the 

ground (i.e., on enemy airbases).  Aircraft on ABD missions 

attempt to intercept enemy ABA aircraft before the latter can 

destroy friendly aircraft on the ground.  Aircraft on ABAE 

missions attempt to engage the enemy ABD aircraft before those 

aircraft can intercept the ABA aircraft.1  And aircraft on IDR 

missions attempt to fire on divisions in reserve in regions. 

1These interactions are not the only interactions possible.  For 
example, since aircraft on ABA missions may have to pass over 
the battlefield in order to get to the enemy airbase, these air- 
craft might be engaged by enemy BD aircraft.  Further details 
concerning these interactions are contained in the discussions 
about the air-combat model. 
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IDAGAM I requires as input the percent of aircraft of 

each type that are sent on each primary mission.  (An input 

percentage could be zero for a mission if it is desired not 

to play that mission.)  These input percentages can be changed 

over time by input, but IDAGAM I cannot internally calculate 

these percentages.  Based on these input percentages and on 

other input parameters, IDAGAM I calculates which airbases the 

CAS missions come from and, based on where they come from, into 

which sectors they attack.  Similarly, IDAGAM I calculates which 

airbases aircraft on the other missions come from and where they 

go to perform those missions (i.e., which enemy airbase ABA air- 

craft attack, which airbase ABD aircraft defend, etc.).  (The 

way these calculations are made is discussed in Chapter II of 

Volume 3.) 

The five secondary missions are 

(1) Supply-interdiction 

(2) SAM-suppression against SAMs in combat sectors 
(3) AAA-suppression against AAA in combat sectors 
(4) SAM-suppression against SAMs defending airbases 
(5) AAA-suppression against AAA defending airbases. 

Aircraft on supply-interdiction missions attempt to block 

or destroy enemy supplies en route to the combat sector. (Sup- 

plies already in combat sectors can be destroyed by aircraft on 

CAS missions.) Aircraft on SAM-suppression missions attempt to 

destroy enemy SAMs in the appropriate locations, and aircraft 

on AAA-suppression missions attempt to destroy enemy AAA in the 

appropriate locations. 

A percentage of the aircraft on CAS missions are diverted 

from these missions and are assigned to fly SAM-suppression 

missions and AAA-suppression missions against the SAMs and 

AAA defending in the sector in which those aircraft are attack- 

ing.  What has just been specified for CAS missions holds for 
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aircraft on ABA missions and for SAMs and AAA defending the 

airbases that those aircraft are attacking.  These percent- 

ages are not fixed, but are based on input parameters, the 

number of sorties flown, the number of SAMs, and the number of 

AAA systems that are defending the appropriate target.  An in- 

put percentage of the remaining aircraft on CAS missions and an 

input percentage of the aircraft on IDR missions are diverted 

from those missions and assigned to fly supply-interdiction 

missions.  These five types of missions are called secondary 

missions because the number of aircraft assigned to them are 

determined as a percentage of aircraft assigned to primary 

missions. 

Two types of aircraft missions that are not played in 

IDAGAM I are deep-supply-interdiction missions (for example, 

aircraft cannot be assigned to destroy supplies in the enemy!s 

COMMZ or ports) and attack missions against replacements or 

divisions in reserve in the COMMZ. 

e.  Air Munitions 

The number of types of air munitions that are considered 

in IDAGAM I is an input.  (See Chapter I of Volume 3 for a 

discussion of the maximum number of types of air munitions 

that can be considered.)  For example, IDAGAM I could be played 

with nine types of Blue air munitions and five types of Red air 

munitions, where 

Blue air munition type 1 = cannon; 

Blue air munition type 2 = 2.75 FPAR (rockets); 

Blue air munition type 3 = M-82 (iron bombs); 

Blue air munition type 4 = napalm; 

Blue air munition type 5 = cluster-bomb units of type 1; 

Blue air munition type 6 = cluster-bomb units of type 2; 

Blue air munition type 7 = rockeyes; 

Blue air munition type 8 = cluster-bomb units of type 3; 
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Blue air munition type 9 = MK-84EO (smart bombs); 

and 

Red air munition type 1 = cannon; 

Red air munition type 2 = iron bombs; 

Red air munition type 3 ■ S-24 (rockets); 
Red air munition type 4 = antipersonnel cluster-bomb units; 

Red air munition type 5 = antiarmor cluster-bomb units. 

Air munitions are used to determine the effectiveness of 

aircraft on CAS missions.  This determination is made in a 

different way than for ground weapons.  Each type of ground 

weapon has certain allocation and effectiveness parameters 

associated with it, and the types of ammunition for the ground 

weapons are not explicitly accounted for.  However, the corre- 

sponding allocation and effectiveness parameters for air are 

associated with the various types of air munitions rather than 

with the types of aircraft.  A notional load of the various 

types of munitions is input for each type of aircraft.  (These 

notional loads can depend on whether the side is attacking or 

defending.)  This notional load should be the weighted average 

of actual loads that aircraft of that type are likely to carry. 

The effectiveness of a CAS sortie of a particular type of air- 

craft is determined by the notional load of that type of 

aircraft and the effectiveness of each type of munition in that 

notional load.  Just as ground ammunition is not played explic- 

itly, neither are these air munitions played explicitly—in the 

sense that IDAGAM I does not keep track of a stockpile for each 

type of munition to determine when that type of munition is 

exhausted.  (IDAGAM I accounts for consumption of supplies— 

which can include munitions—associated with aircraft, as 

described in Subsection l.f, above.) 
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3.  Allocation of Resources 

IDAGAM I is not an optimization model.  Some of the 

resources played in IDAGAM I must be directly allocated by 

user-supplied inputs; others can be allocated either in this 

way or by the automated decision logic in IDAGAM I (along with 

user-supplied parameters for this logic).  A few allocations 

must be made by the automated decision logic with user-supplied 

parameters.  (This characteristic of IDAGAM I is discussed 

further in Chapter III.) 
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Chapter II 

DESCRIPTION OF IDAGAM I 

A.   MODEL STRUCTURE 

IDAGAM I is a fixed time-step model of a war between two 

sides.  (It is possible to vary the size of the time-steps 

through sufficiently complicated inputs, but for all practical 

purposes IDAGAM I has fixed time-steps.)  IDAGAM I does not 

model the events that might occur before the start of the war 

or the events that might occur after the end of the war, nor 

does it model how long the war will last.  The number of time 

periods to be played must be input, and IDAGAM I will play this 

number of time periods regardless of what happens to either 

side.  (Of course, the user could ask IDAGAM I to play, say, 

90 time periods, then judge from the output that the war would 

have ended after the 45th time period, and then ignore all out- 

puts after the 45th time period—a procedure that would give 

the same output as asking IDAGAM I to play 45 time periods.) 

IDAGAM I places no formal restriction on how long these 

time periods should be.  However, there are some logical dif- 

ficulties in playing time periods shorter than one day (for 

example, there is no automatic way for IDAGAM I to distinguish 

daylight from darkness).  (Further details on using IDAGAM I 

to play time periods shorter than one day are discussed in 

Chapter I of Volume 3.)  Accordingly, for the rest of this 

report we will assume that the time period played in IDAGAM I 

is one day (24 hours).  (If desired, IDAGAM I can be played 

with 2-day, 3-day, or longer time periods.) 

In addition to the number of time periods (days) played, 

the user must input the conditions (forces and parameters) at 
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the start of the first day and all new forces that are to be 

added to each side during the war.  (The user can also change 

parameters during the war, if he so chooses.) 

The basic operation of the model has the following nine 

steps: 

(1) Read initial forces and parameters. 

(2) Set up the theater controls for the first day of 
combat. 

(3) Set the "day being played" counter equal to 1. 

(*0 Do the air-combat model for that day. 

(5) Do the ground-combat model for that day. 

(6) Test to see if the "day being played" counter equals 
the input number of days to be played. If so, stop; 
if not, continue. 

(7) Do the theater-control model for that day. 

(8) Read new parameters, read force increments, and read 
user-directed divisional moves as appropriate. 

(9) Add 1 to the "day being played" counter and go back 
to Step 4. 

Each of these steps is now discussed briefly and in turn. 

Step 1.  Except for the number of days to be played and a 

few "bookkeeping" inputs that are read into the model in the 

main control program (which is called MAIN in the IDAGAM I com- 

puter program), the initial inputs to IDAGAM I are read into 

the model in one of the following four subroutines: 

Computer Program 
 Name  Short Definition 

(1) RCD Read Campaign Description; 

(2) RFTZ Read Forces at Time Zero; 

(3) RPTZ Read (ground-combat and theater- 
control) Parameters at Time 
Zero; 

(4) RPAC Read Parameters for Air Combat 
(at time zero). 
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RCD reads the number of weapon types, division types, aircraft 

types, sectors, regions, etc., to be played in that run of the 

model.  RFTZ reads the initial forces (both ground and air) into 

the model.  RPTZ reads the parameters for the ground-combat 

model and the theater-control model.  RPAC reads the parameters 

for the air-combat model.  To read in these initial values, 

these subroutines are called only once. 

Step 2.  Before the first day of battle can take place, 

certain quantities must be calculated from the input parameters. 

This calculation is done in the Theater Control at Time Zero 

subroutine (which is called the TCTZ subroutine in the computer 

program).  The quantities computed in TCTZ are of two types: 

First, there are some quantities (such as terrain and width of 

sector) that are determined in the theater-control model for 

the next day's battle; they are determined for the first day 

of battle in the TCTZ subroutine.1  Second, there are some 

quantities (such as the value of a weapon against a standard 

force) that need to be computed only once for the whole war. 

Like the subroutines described in Step 1, the TCTZ subroutine 

is called only once per run of IDAGAM I. 

Step 3.  The model sets up the iterative procedure at this 

step.  The "day being played" counter is initially set equal to 

1 and, at the end of each iteration, 1 is added to this counter. 

The model will stop when this counter reads the input number of 

days to be played as described in Step 6. 

Step 4.  The air-combat model (called the AC program 

overlay in the computer program) calculates all air-to-air 

*The theater-control model was not used here because it per- 
forms many other operations (besides determining these 
quantities) that do not need to be calculated before the 
first day of battle. 
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and ground-to-air attrition, the attrition of SAMs and AAA due 

to suppression missions, the attrition of aircraft on the ground 

due to ABA missions, and the attrition of personnel and weapons 

in divisions in reserve due to IDR missions.  The number of 

surviving aircraft by type on CAS missions calculated by this 

model are used as input to the ground-combat model.  The air- 

combat model is called on each day of the war. 

Step 5.  The ground-combat model (called the GC program 

overlay in the computer program) calculates the rest of the 

air-to-ground losses and all ground-to-ground losses (i.e., it 

calculates the attrition of people, weapons, and supplies in 

combat sectors due to enemy ground fire and enemy CAS missions). 

The ground-combat model also calculates the capture of terri- 

tory, which is denoted by the movement of the FEBA in each 

sector.  Like the air-combat model, this model is called on 

each day of the war. 

Step 6.  At this point in the program, the model compares 

the "day being played" counter and the input, which gives the 

number of days to be played in that particular run.  If the 

counter and this input are equal, then the model stops.  If 

they are not equal (i.e., if the number of days already played 

is less than the input number of days to be played), then the 

model continues.  In a normal run, this is the only step at 

which the model can terminate. 

Step 7.  The theater-control model is divided (for com- 

puter purposes only) into two program overlays (called TCI and 

TC2).  The main functions of the theater-control model are to 

add replacement people and replacement weapons to divisions, 

to move reinforcement divisions from the COMMZ to regions and 

from regions to sectors, and to withdraw divisions from sectors 
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to regions, as appropriate, for each side.  In addition to 

playing the replacements and reserves for each side, the 

theater-control model makes a number of other computations 

(such as moving supplies and determining geographical quanti- 

ties).  Since the theater-control model is not used before 

the first day of combat, and since it is not needed on the 

last day of combat, it is called one less time than the total 

number of days played. 

Step 8.  If the user so desires, on any day of the war he 

can read new values for parameters and new force increments 

into the model; and he can direct divisions to be moved in the 

model.  New parameters (both ground and air) are read in the 

RP subroutine.  If a new value for a parameter is read into 

the model, it replaces the old parameter.  Force increments 

(both ground and air) are read in the RF program overlay.  If 

a force increment is read into the model, it does not replace 

(but, rather, adds to) the force already there.  For example, 

if 10 aircraft of a particular type are added to a certain 

airbase that already has 20 aircraft of that type stationed on 

it, the model will start the next day with 30 aircraft of that 

type on that airbase.  The theater-control model automatically 

moves divisions between regions and sectors according to cer- 

tain rules.  However, whenever the user would like to direct 

particular divisional moves, he can do so by reading in a nega- 

tive value for the number of divisions, the appropriate negative 

number of people and weapons by type for the old location, and 

the corresponding positive numbers for the new location.  But 

he can also move forces by using the MF subroutine.  This sub- 

routine requires only the number and type of divisions to be 

moved and the location from which and to which they are to be 

moved.  The MF subroutine then automatically computes the 

number of people and weapons by type to be moved. 
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Step 9. At this step, the model increments the "day being 

played" counter by 1 and starts the next day of combat by send- 

ing control of the program back to Step 4. 

(Steps 1, 3> 6, 8, and 9 are fairly self-explanatory and 

will not be discussed further in this volume.  Steps 4, 5, and 

7—the air-combat, ground-combat, and theater-control models— 

are discussed below and in Chapters II, III, and IV of Volume 3- 

Step 2, Theater Control at Time Zero, is discussed in Chapter V 

of Volume 3-) 

B.   SUMMARY DESCRIPTION OF THE AIR-COMBAT MODEL 

This section contains an outline of the air-combat model 

and a description of its attrition processes in algebraic 

notation.  Chapter II of Volume 3 contains a detailed descrip- 

tion of the logic used by the air-combat model in the same 

mnemonic notation used in the IDAGAM I computer program.  The 

reason for proceeding this way is that the attrition equations 

seem to be more easily understood when they are presented in 

algebraic notation and when the context in which they are used 

is described.  Then, given this summary description and an 

understanding of the attrition equations, the detailed logic 

(as presented in Chapter II of Volume 3) can be followed more 

easily. 

1.   Structure of the Air-Combat Model 

The air-combat model performs the following steps: 

Step 1.  The first operation performed by the air-combat 

model is to determine the number of shelters associated with 

each notional airbase.  This determination is made by compar- 

ing the locations of the FEBA (which are input for the first 

day and are moved in each sector according to the ground-combat 
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model on each day of the war) to the fixed locations of the 

remaining shelters (which are input). 

Step 2.  The second step is to compute the number of 

supplies consumed by the aircraft and associated men and equip- 

ment.  If enough supplies are not available, the number of 

sorties that can be flown that day is reduced according to the 

shortage of supplies. 

Step 3.  The third step is to compute the assignments of 

aircraft by location.  IDAGAM I requires as input the percent 

of aircraft of each type that are to be assigned to each primary 

mission.  Based on these input percentages, the situation of 

ground forces, the number of aircraft of each type on each air- 

base, and other parameters, the model computes which airbases 

the aircraft on CAS missions come from and which sectors they 

attack; and it computes which airbases the aircraft on ABA 

missions come from, which enemy airbases they attack, and so 

on, for the other five primary missions. 

Step 4.  The fourth step is to divert a percentage of the 

aircraft on CAS missions in each sector from those missions to 

suppress the enemy SAMs and AAA that are defending in that 

sector.  The percentage of aircraft that perform these sup- 

pression missions depends on the number of aircraft on CAS 

missions in that sector, the number of SAMs in that sector, 

and the number of AAA in that sector.  Also, a percentage of 

aircraft on ABA missions against each airbase is diverted 

from those missions to suppress the SAMs and AAA that are 

defending that airbase.  This percentage also depends on 

the numbers of aircraft on ABA missions against that airbase, 

SAMs defending that airbase, and AAA defending that airbase. 
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Step 5.  In this step, all air-to-air attrition is computed. 

The results of this step are the number (by type and by mission) 

of aircraft killed and the number surviving from each airbase. 

The number of surviving aircraft on CAS missions is input to 

the ground-combat model.  The number of surviving aircraft on 

ABA missions is used in Step 6 to compute aircraft losses on 

the ground.  The attrition of SAMs and AAA by aircraft on sup- 

pression missions is also computed in this step. "ftA*W he u^c*»f«M 

Step 6.  The attrition of aircraft on the ground by enemy 

aircraft on ABA missions is computed in this step. 

Step 7.  The attrition to divisions in regions due to IDR 

missions is calculated in this step. 

(A more detailed discussion of Steps 5 and 6 is given in 

the next three subsections.  A more detailed discussion of Step 

7 is given in Section C.2.f, below, because the discussion is 

more easily understood after ground attrition has been explained. 

Details on all the steps can be found in Chapter II of Volume 3.) 

2.  Air-To-Air and Suppression Interactions 

As discussed earlier, IDAGAM I plays several notional 

airbases; and these airbases have certain spatial character- 

istics.  For example, there are not just two notional airbases 

in each region.  Rather, there are two notional airbases, one 

of which is closer to the enemy than the other; and the closer 

airbase should be pictured as being in between the farther one 

and the enemy.  Further, the COMMZ airbase should be pictured 

as being behind all the region airbases.  As explained above, 

to picture these airbases in any other way and yet still to 

play CAS and ABA missions would be inconsistent, unless there 

were no actual airbases in these locations.  (If an airplane 

with a certain payload can fly ABA missions, then it certainly 
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can move back, directly away from the enemy, and fly CAS missions 

with the same payload, providing that there is an airbase farther 

back for it to use.)  Thus, a cross section of the theater would 

look like the following diagram: 

Blue  Blue   Blue   Blue Red    Red   Red    Red 
COMMZ  rear- forward- divisions FEBA divisions forward- rear-  COMMZ 

airbase region region in combat in combat region  region airbase 
airbase airbase airbase airbase 

To see the possible number of interactions that can take 

place, assume that each airbase is defended by aircraft on ABD 

missions and by SAMs and AAA.  And suppose that the divisions 

in combat are defended by aircraft on BD missions and by SAMs 

and AAA.  In IDAGAM I, it is assumed that AAA have such 

limited capability that they can kill only enemy aircraft that 

are attacking either the guns themselves or the targets they 

are defending.  However, IDAGAM I allows the SAMs, BD aircraft, 

and ABD aircraft to have the possibility of detecting and 

killing enemy aircraft that are flying over the target they 

are defending to reach targets farther to the rear.1  Thus, 

an aircraft on a CAS mission can be killed by enemy BD air- 

craft, enemy SAMs in combat divisions, and enemy AAA in combat 

divisions.  An aircraft on an ABA mission against a forward 

airbase can be killed by enemy BD aircraft, enemy SAMs in 

combat divisions, and enemy ABD aircraft, SAMs, and AAA 

JAs discussed further in the next section, certain parameters 
that govern the attrition process in an area can depend on 
whether the enemy aircraft are attempting to attack targets 
in that area or are attempting to fly to targets farther to 
the rear. 
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defending the forward-region airbase (and so on for aircraft 

attacking rear-region airbases or the COMMZ airbase).1 

The order in which these interactions take place is as 

follows:  All aircraft on CAS missions, CASE missions, SAM- 

suppression missions in sectors, and AAA-suppression missions 

in sectors are assumed to cross the FEBA each day before any 

aircraft on ABA-related missions.  A more realistic assumption 

might be that missions of all types are spread throughout the 

day.  But this assumption would, in a sense, require subdivid- 

ing each day in the air model into finer time intervals.  This 

subdivision would be more realistic, but it is not clear how 

much more accurate it would be; and it would increase the 

complexity of the model.  For simplicity, IDAGAM I assumes that 

all missions of the same type that go to the same location cross 

the FEBA at the same time.2  Given this assumption, it seems 

xThe largest number of possible interactions occur when an 
aircraft attempts to attack the COMMZ airbase, for then it 
can be killed by enemy BD aircraft, SAMs in combat divisions, 
ABD forward-region aircraft, SAMs in the forward region, 
ABD rear-region aircraft, SAMs in the rear region, ABD COMMZ 
aircraft, SAMs in the COMMZ, and AAA in the COMMZ—a total 
of nine possible interactions. 

IDAGAM I does not explicitly play the engagements that 
can occur as attackers, suppressors, and escorts return to 
their home airbase.  Attrition to these aircraft on the way 
home is assumed to be a fraction of the attrition they 
suffered on their way to their targets. 

20ne effect of this assumption concerns sortie rates greater 
than 1.  Suppose that the sortie rate for a particular type 
of aircraft on a particular mission is 2.  Then the model 
approximates the number of kills made by one aircraft of 
that type with a sortie rate of 2 by the number of kills 
that would be made by two aircraft of that type but with 
a sortie rate of 1.  (For sortie rates greater than 1, 
the number of aircraft of that type killed on that mission 
is assumed to be equal to the number of "sorties killed" 
divided by the sortie rate.  No such approximation is 
necessary for sortie rates less than or equal to 1.) 
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reasonable to assume that the aircraft on CAS-related missions 

cross the FEBA first.1 

Similarly, IDAGAM I assumes that all aircraft on ABA- 

related missions against forward-region airbases cross into 

the forward region before aircraft on ABA-related missions 

against rear-region airbases or the COMMZ airbase.  And air- 

craft on ABA-related missions against the rear-region airbases 

cross into the rear region before aircraft on ABA-related 

missions against the COMMZ airbase. 

Within a mission-related group, the escorts are assumed to 

attempt to engage enemy defenders before these defenders can 

attempt to engage the other attacking aircraft.  Realistically, 

escorts can be used in two ways:  Either they can "go first" 

and "sweep out" the air space ahead of the attacking aircraft, 

or they can fly alongside the attacking aircraft and attempt 

to engage those enemy aircraft that attempt to intercept this 

attacker-escort group.  IDAGAM I models escorts as being used 

to sweep out air space.2       T&*^ •Mpru-UA.  (4-CX T*AE^ uA»*M 

After the escort-defender interactions, the attackers and 

suppressors Interact with the remaining defenders.  If this 

group of aircraft are to attack targets farther to the rear, 

the SAMs are allowed to shoot at the remaining attackers and 

suppressors, after which the remaining aircraft continue toward 

their target.  If this group of aircraft is to attack targets 

*If there are no interactions allowed between BD aircraft and 
ABA and ABAE aircraft, etc., then it makes no difference who 
crosses first.  However, if such interactions are possible, 
then whoever crosses first has a chance of engaging the BD 
aircraft—thus leaving fewer BD aircraft on station to inter- 
cept the group of aircraft that crosses the FEBA second. 

2The second way of using escorts is equivalent to the first way 
if certain assumptions are made (one of which would be that the 
escort-defender interactions always occur before the defender 
can engage the attacker).  Thus, IDAGAM I can also be considered 
as modeling the "fly alongside" use of escorts, providing that 
additional assumptions are made. 
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in this area, the SAMs are allowed to shoot at the remaining 

aircraft on suppression missions; then the remaining SAM-     \AT x^ ^ 

suppression aircraft can shoot at the SAMs, and then the   \j/ 

remaining AAA-suppression aircraft interact with the AAA. /• ($\fi 

Finally, the remaining SAMs and AAA can shoot at the remain- 

ing attack aircraft, and the attack aircraft that penetrate 

the SAMs and AAA can then attack their targets. 

3.  Interactions Concerning the Attack of Aircraft on the Ground 

One result of the interactions already discussed is the 

number of aircraft by type that successfully attack each enemy 

airbase.  The targets for this attack are the number of aircraft 

(by type), sheltered and unsheltered, that are on the airbase 

when this attack occurs.  Realistically, the aircraft stationed 

on an airbase that survived the previous day!s combat will not 

all be actually on the airbase when this attack occurs (some 

will be out flying their own missions).  Further, the percent 

of aircraft on the ground when an attack occurs may vary through- 

out the day.  In IDAGAM I, the percent of aircraft actually on 

the ground when an attack occurs is approximated by a constant 

input percentage, which is a function of aircraft type.  (This 

input percentage must be constant throughout the day, but the 

user can vary it day by day if he desires.)  Applying this per- 

centage to the number of surviving aircraft (by type) stationed 

on the airbase (after considering air-to-air and ground-to-air 

attrition) gives the number of aircraft (by type) that are 

assumed to be actually on the airbase when the attack occurs. 

(There is at most one attack on an airbase each day, and all 

the successful aircraft on ABA missions against that airbase 

are added together to form this attack.) 

Those aircraft actually on the airbase when the attack 

occurs can be either in aircraft shelters or in the open.  The 

method used to determine the number of aircraft shelters on 
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each airbase has already been outlined.  The priority for the 

sheltering of aircraft (by type) is an input to IDAGAM I.  All 

aircraft of the type given the highest priority are sheltered 

before any aircraft of the second-highest priority and so on— 

until either all aircraft are sheltered or all the shelters on 

the airbase have been used.  (It is assumed that each shelter 

can hold one aircraft, no matter what the type of that air- 

craft is.) 

Attacking aircraft are assumed to split their attack 

between sheltered and nonsheltered aircraft in the following 

way:  An input to IDAGAM I is the number of Blue aircraft that 

attack Red nonsheltered aircraft per Red nonsheltered aircraft 

before any Blue aircraft attack Red sheltered aircraft (and the 

same for Red attacking Blue).  This input times the number of 

Red nonsheltered aircraft gives the "breakpoint" number of Blue 

aircraft that attack Red nonsheltered aircraft before any at- 

tacks are made on shelters.  If the actual number of attacking 

Blue aircraft is less than or equal to this breakpoint number, 

all Blue aircraft attack nonsheltered Red aircraft.  If the 

number of attacking Blue aircraft is greater than this break- 

point number, then this breakpoint number of Blue aircraft 

attack nonsheltered aircraft; and the remainder of the Blue 

attackers are split between nonsheltered Red aircraft and 

sheltered Red aircraft in the same ratio as the ratio of the 

number of nonsheltered Red aircraft to the number of sheltered 

Red aircraft. 

Note that this last ratio is the same as the ratio of the 

number of nonsheltered Red aircraft to the number of Red shel- 

ters, since each shelter can hold one aircraft and all shelters 

are filled before any aircraft are left in the open.  This ob- 

servation is important because IDAGAM I assumes that the 

attacker cannot distinguish an occupied shelter from an unoccupied 

shelter.  In the case where there are more shelters on a notional 
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alrbase than there are aircraft (so that there are no unsheltered 

aircraft), then IDAGAM I assumes that the aircraft are uniformly 

distributed among the shelters.  In this case, the number of tar- 

gets for the attacking aircraft is the number of shelters.  If 

the attrition calculations (which are discussed in the next 

section) say that 10 percent of the shelters are "killed," then 

the model assumes that 10 percent of the sheltered aircraft are 

killed.  IDAGAM I assumes that a fixed (input) percent of the 

shelters that are attacked are completely destroyed and that 

any damage to the remaining shelters can be repaired overnight. 

4.  Attrition Calculations 

a.  General Structure 

Many methods for calculating attrition are available in 

the war-gaming literature.  Some examples are the various 

Lanchester equations, binomial equations, and exponential 

equations.  (See Anderson [2] for a review of the air-to-air 

attrition equations used in several other theater-level models.) 

Recent research at IDA has led to a better understanding of some 

of the attrition processes leading to these equations and has 

uncovered apparently fruitful areas for further research.  How- 

ever, until this research is accomplished, we will have to use 

the equations we have now, along with our understanding of the 

characterizations of the processes that lead to these equations. 

Each of the interactions described in the previous two 

sections must have an attrition equation and appropriate parame- 

ters associated with it.  IDAGAM I allows the user a choice 

among six attrition equations.  The user can select any one of 

the six equations for all the interactions, or he can select 

different equations for different interactions.1 

xThe interactions are divided into eight groups—namely, 
(1) Defender-Escort interactions, 
(2) Defender-Attacker interactions, (continued on next page) 
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Of the six attrition equations tnat, are ctvanaoie in the 

air model, two are binomial, two are exponential, one is a 

Lanchester square equation, and one is a Lanchester linear 

equation.  Before discussing these equations in detail, we will 

discuss the general structure in which these equations are used. 

The weapons capable of causing attrition in the air model 

are divided into the following categories: 

(1) attackers (including suppressors when appropriate), 

(2) escorts, 

(3) defenders, 

(*0 SAM suppressors, 

(5) AAA suppressors, 

(6) SAMs, and 

(7) AAA. 

The first five categories consist of aircraft, and these cate- 

gories are further subdivided into the various types of aircraft 

played.  Since IDAGAM I plays only one type of SAM and one type 

of AAA, the last two categories are not subdivided.  Any weapon 

in these categories can be a target as well as a shooter.  In 

addition, there are two more categories—namely, 

(8) sheltered aircraft on the ground, and 

(9) nonsheltered aircraft on the ground— 

that can only be targets.  (Losses to aircraft, by type, on 

the ground is determined by prorating the total losses among 

(cont'd) 
(3) SAM-to-Air interactions, 
(4) Air-to-SAM interactions, 
(5) AAA-to-Air interactions, 
(6) Air-to-AAA interactions, 
(7) Attacker-to-Sheltered Aircraft interactions, and 
(8) Attacker-to-Nonsheltered Aircraft interactions. 

The attrition equations used must be the same for each group 
(it can be any of the six), but different attrition equations 
can be used for different groups. 
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the various types of aircraft.  Thus, in effect, these two 

categories are not further subdivided into aircraft by type.) 

An attrition calculation involves a number of shooting 

weapons by type from one (and only one) category shooting at 

a number of target weapons by type from one (and only one) 

other category.  Suppose an attrition calculation involves 

weapons from category s (1 < s < 7) shooting at weapons from 

category t (1 < t < 9).  (Not all combinations are possible; 

for example, attackers never shoot at their escorts, nor do 

SAMs shoot at AAA.)  Let 

S. = the number of type-i shooters (1 <_ i < M)1 

T, = the number of type-j targets (1 < j < N); and 

T, = the number of type-j targets killed (1 < j < N). 

(Note that M=lifs=6or7 and that N = 1 if t = 6, 7, 8 

or 9.)  Then the attrition process calculates T. as a function 
s       s  t       t of S-., ..., SM, T, , ..., T„, and certain parameters. 

Each of the six attrition equations in the air model uses 

two parameters: the probability of detection and the probabi- 

lity of kill, given detection. 

The probability of detection is assumed to be independent 

of the particular types of aircraft involved, but it can depend 

on the categories of the shooting and target (s and t) weapons 

and on the following two properties of the interaction: 

Let I  denote the location where the interaction is taking 

place (e.g., I  -  1 denotes combat sector, I  = 2 denotes forward 

region, I  -  3 denotes rear region, and £ = 4 denotes COMMZ). 

1In  the case where airbase attackers are attacking aircraft on 
the ground (s = 1, and t = 8 or 9), multiple passes for the 
attacking aircraft are allowed.  If a type-i aircraft can make 

p passes, then pS. is used in place of S  for these attrition 

calculations. 
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If the shooting weapon is on the attacking side (i.e., 

categories 1, 2, 4, or 5), then its detection capability is 

assumed to be independent of location.  But if the shooting 

weapon is on the defending side (categories 3, 6, and 7), then 

its detection probability can depend on its location.  This 

structure allows weapons located farther to the rear to have 

a higher probability of detecting attackers than weapons 

located closer to the front.  This concept is important. 

I'DAGAM I has a definite geographical structure, and certain 

defending weapons are behind other defending weapons; therefore, 

the weapons that are farther to the rear should be able to 

have higher detection capabilities than weapons of the same 

type that are closer to the FEBA. 

The other characteristic of the interaction relates to the 

location of the mission of the aircraft on the attacker's side. 

Let m = 1 denote the situation where an aircraft of category 

1, 2, 4, or 5 is trying to fly by a weapon of category 3, 6, 

or 7 in order to reach a target farther to the rear.  Let m = 

2 denote all other interactions (i.e., interactions that occur 

in the same location as the location of the primary target for 

the attacker's aircraft). 

With this structure, the probability of detection is 

assumed to be independent of i and j but to depend on s, t, I, 

and m.  (A method that could be used in IDAGAM I to reflect 

different detection capabilities of different types of air- 

craft will be mentioned later.)  This probability is denoted 

by 
st D.  = the probability that a shooter in category s 

detects a target in category t, given that the 
location of the interaction is given by I  and 
that m is as described above.1 

xJust as not all combinations of the s's and t's are possible; 
given s and t, not all combinations of the fc's and mfs are 
possible. 
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The probability of kill, given detection, depends on the 

categories of weapons involved (s and t) and on the types of 

weapons (i and j) in those categories, where appropriate.  But 

given that a detection is made, it is assumed that the proba- 

bility of kill, given detection, is independent of I  and m. 

Denote this probability of kill by 

st K.. = the probability that a type-i shooter in category s 
J   kills a type-j defender in category t, given that 

the shooter has detected the target. 

Finally, let 

3-1 J 

be the total number of targets.  The equations used in the air 
• t t       —t     • t model have the property that T. depends on T* and on T , but T. 

t —t depends onT., for j' ^ j only through T .  Thus, the general 

form of the attrition equations used in the air model to deter- 

mine T^ is 

rpt     _     f»/oS qS        rpt        j^t        nS^ WS^ VS^ T.   -   r^51,    . ..,   bM,   Tj,   T   ,   D£m,   Kir    ...,   KMj. )    . 

The particular forms for this equation available in the air 

model are described in the next sections. 

b.  A Single-Engagement Binomial Attrition Equation 

The TAC CONTENDER model (described in [23]) uses an expo- 

nential attrition equation that is supposedly based on certain 

assumptions concerning an attrition process.  Karr [16] has 

specified these assumptions and rigorously derived the binomial 

equation based on them.  One of these assumptions is that, if a 

shooter detects several targets, he can engage only one of them 

(hence, the name "single-engagement binomial").  (For further 

details on the assumptions leading to this equation, as well as 

for the derivation and properties of this equation, the reader 

is referred to Karr.) 
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As discussed by Karr [16], the exact expression for the 

heterogeneous form of this equation is quite complex.  However, 

this expression is simplified if the detection probabilities 

do not depend on the type of target.  Since we assumed that the 

detection probabilities are independent of both the type of 

shooter and the type of target, we can take advantage of this 

simplification to give the following form for the single- 

engagement binomial attrition equation: 

Ss 

(i) 

c.  An Exponential Approximation 

Since the exact form of the equation based on the appropriate 

set of assumptions is the binomial Equation (1), it is not clear 

why one would want to approximate the binomial structure by an 

exponential structure.  But since other models (e.g., TAC 

CONTENDER) have made this approximation, we allow, for purposes 

of comparison, the exponential approximation as an alternative 

attrition equation in the air model.  The form of this exponential 

approximation is 

Tj = TJ| 

M 
E 
i=l 

sjKgU - exp (-D^P 

Tfc 
(2) 

d.  Another Exponential Attrition Equation 

Some models, such as the preliminary versions of IDAGAM I, 
have used another form of exponential equation.  Again, we 
include this form solely for purposes of comparison.  This form 
of an exponential attrition equation is 
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T* = Tji i=l i ij im 

T* 

V 
(3) 

e.  A Multiple-Engagement Binomial Attrition Equation 

Suppose all the assumptions used to derive Equation (1) 

are retained, except for the assumption that, if a shooter 

detects several targets, he can only engage one of them; and 

suppose this assumption is replaced by the assumption that the 

shooter (at no loss of effectiveness) can engage all the tar- 

gets he detects.  Then Karr [16] shows that the exact form for 

the equation resulting from these assumptions is 

»}. T;(I - imi ei. D^M. (4) 

Note that this equation is independent of T . 

f.  A Lanchester Square Equation 

Karr [15] develops a set of assumptions that lead, in the 

homogeneous case, to the standard homogeneous Lanchester square 

equation.  However, Karr shows that these assumptions when 

extended to the heterogeneous case do not lead to the standard 

heterogeneous Lanchester square equation.  The air model in 

IDAGAM I does not use the standard heterogeneous Lanchester 

square equation; instead, it uses the following discrete time 

form for the Lanchester square equation: 

it _ j 
M stTrst0s  

— V 
rj " =t A D*mKijSi i=l 3 (5) 

Note that if N = 1, then T^ = Tt and Equation (5) reduces to the 

standard discrete time form of the Lanchester square equation. 

(For an explanation of this form for N > 1, the reader is 
st lD£m is not a probability of detection, but is defined for 

Equations (3) and (5) as the number of targets that an 
average shooter engages.    ^Q 



referred to Karr.) 

g.  A Lanchester Linear Equation 

There has been some discussion concerning what the proper form 

for the heterogeneous Lanchester linear equation should be.  This 

discussion arose because there was no pro forma  way to extend 

Lanchester linear equations from the homogeneous case to the 

heterogeneous case similar to the pro forma  way that was available 

for extending the Lanchester square equation.  Karr has also devel- 

oped a set of assumptions that lead to the homogeneous Lanchester 

linear equation.  Karr [15] shows that, based on these assumptions, 

there is a direct way to extend the Lanchester linear equation to 

the heterogeneous case.  The discrete time form (for the hetero- 

geneous Lanchester linear equation based on this extension) that 

is used in the air model is 

*J= T5 Si D*»K5S° • (6) 

Note that if M = N = 1, then Equation (6) reduces to the stan- 

dard discrete time homogeneous Lanchester linear equation.  Note 

also that this equation does not depend on T . 

h.  A Comment on Detection Probabilities 

If one wishes to play that the probability of detection de- 

pends or the type of shooter and type of target and if Equations 

(4) or (6) are to be used, then this dependence can be played in 

the air model by redefining D^ and K^.  In this event, K^ should 

be defined as the probability of detection of a type-j weapon by a 

type-i weapon times the probability of kill, given detection, of 
st the type-j weapon by the type-i weapon.  The parameter D-  should 

then be defined as a factor that accounts for variations in the 

detection probabilities due to I  and m.  This method of accounting 

for detection as a function of weapon type would be a purely arti- 

ficial attachment to Equations (1), (2), (3), and (5), as it would 

violate the basic assumptions that lead to these equations. 
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If it is desired to play that the probability of detection 

depends on the type of shooter and type of target and if Equa- 

tions (1) or (2) are to be used, then a change in the IDAGAM I 
st computer program could accomplish this.  D0  should be replaced 

st by D... , which would be defined as follows: 

st Di1Jlm = the Probability that a type-i shooter in category 
J    s detects a type-j target in category t, given 

that the location of the interaction is given by 
I  and that m is as described above. 

The working variable D^  should be defined by 

Dst  = y   TtDst   / J* 
j 

Then Equations (1) and (2) should be changed so that D,0     replaces 
st j-&m 

D.  where it occurs in those equations.  Note that if D^..  is in- 

dependent of j, then Equation (1) would still produce the true 

expected number of kills, based on the assumptions leading to that 
st 

equation.  But if Di1Äm depends on j, then the value produced by 

Equation (1) is an approximation.1 

One of the assumptions that lead either to Equation (3) or to 

Equation (5) is that a fixed (input) number of targets are engaged 

per shooter; thus, the probability that a particular shooter detects 

a particular target plays no role in these assumptions.  For Equa- 
st tions (3) and (5), D«  should be defined as the number of targets 

in category t engaged by an average shooter in category s given I 

and m.  If it is desired to play that the proportioning of the 

number of engagements to each type of target depends on the type 

of shooter and types of targets, and if a Lanchester-square struc- 

ture is desired, then Equation (5) should be replaced by an equation 

similar to those given in Section C.2.b (below), with the proportion- 

ing of engagements playing a role analogous to allocation of fire. 

st xThe correct form for Equation (1) for the case where Dj_j£m depends 
on j is given by Karr [16], but it is quite complex and would use 
too much computer time to be useful in a model like IDAGAM I. 
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C.   SUMMARY DESCRIPTION OF THE GROUND-COMBAT MODEL 

This section contains an outline of the ground-combat model 

and a description of its attrition processes and FEBA-movement 

calculations in algebraic notation.  (Chapter III of Volume 3 

contains a detailed description of the logic used by the ground- 

combat model in the same mnemonic notation used in the IDAGAM I 

computer program.) 

All other sections in this volume describe the calculations 

in the same order as they are performed in the computer program. 

However, in this section the calculations will not be described 

in the precise order in which they are performed.  The basic 

logic of the description given here, as well as the end results 

is the same as that of the computer program; but the order in 

which the calculations are described is changed.1 

1.  Structure of the Ground-Combat Model 

The ground-combat model performs the following steps 

(though not necessarily in this order): 

Step 1.  The attrition and FEBA-movement calculations need 

to be made each day for each combat sector.  The first step in 

the ground-combat model is to set the sector index equal to 1. 

This index will be incremented each time through the attrition 

and FEBA-movement calculations until all sectors have been 

considered. 

Step 2.  Step 2 examines each of the opposing forces in 

the sector under consideration and degrades a force if it is 

*The reason that we do so is that certain quantities in the 
ground model can be computed in any order without changing 
the results, and the particular order used by the computer 
program is not necessarily the one that best facilitates 
understanding the model. 
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not at least roughly balanced.  (A force is not "balanced" if 

it has too many of certain types of weapons—e.g., artillery— 

and not enough of other types of weapons.) 

Step 3.  In Step 3> the ground model determines who will 

be on attack in the sector.  (A side might be on defense in 

general, but might attack in a particular sector if it is 

strong enough in that sector.)  If neither side is strong 

enough to attack, then a holding posture is said to exist in 

the sector. 

Step 4.  The ground model computes separately by weapon 

type a potential number of weapons lost and the number of 

casualties per weapon lost, and the total number of casualties. 

Based on these three quantities, the model computes by weapon 

type the (actual) number of weapons lost. 

Step 5.  In Step 5> the weapon losses are prorated by type 

to the divisions in the sectors; and the total number of casual- 

ties are divided Into combat, combat-support, and service- 

support categories and applied to the divisions in the sector. 

Step 6.  The movement of the FEBA in the sector under 

consideration is calculated in Step 6. 

Step 7.  The amount of supplies in a sector can be reduced 

by consumption and by losses to enemy (air and ground) fire. 

Step 7 computes the amount of supplies consumed and the amount 

of supplies lost to enemy fire.  (See Section D.1* of this 

chapter, below, for a discussion of how the calculations made 

in this step can be used to play air attacks on supplies in 

sectors, and how this relates to the supply-interdiction 

mission.) 
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Step 8.  A certain percentage of the weapons lost is assumed 

to be only damaged and capable of repair.  The percentage can de- 

pend on the side losing the weapons, on whether that side is on 

attack or defense in the sector, or posture, and on weapon type. 

This percentage is applied by weapon type to the number of 

weapons lost, to determine the number of weapons to be added to 

a weaponTs "recovered and repairable" pool.  Each day an input 

percentage of the weapons in the "recovered and repairable" pool 

are assumed to be repaired, and they are added to the weapon 

replacement pool in the COMMZ (this percentage can depend on 

weapon type). 

Step 9.  Nonbattle casualties are computed in this step for 

people in the sector.  (The way that this computation is done 

is described in Subsection 2.e, below.) 

Step 10.  The sector index is compared to the total number 

of sectors in this step.  If the sector index is less than the 

number of sectors, then the sector index is incremented by 1; 

and control of the model is sent back to Step 2.  If all sectors 

have been considered, the model continues to Step 11. 

Step 11.  The final step of the ground model is to adjust 

the FEBA for front-to-flank considerations.  The way that this 

adjustment is made is by first considering the attacker's front- 

to-flank ratios.  If the attacker cannot sustain these ratios (as 

determined by various input-parameters and decision rules), then 

the FEBA is moved back in appropriate sectors until a sustainable 

position is reached.  Then the defender's front-to-flank ratios 

are considered, and the defender is forced to withdraw in those 

sectors where his front-to-flank ratios are not sustainable. 

2.   Attrition Calculations 

This section describes Step 4 of the ground-combat model 

(i.e., it describes the formulas for computing the attrition to 
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people and weapons that occurs during one day of battle in the 

sector under consideration).  Throughout this section, we assume 

that Red is on attack in the sector and that Blue is defending 

in posture-type k in that sector.  (The case where Blue is on 

attack is handled symmetrically.) 

a.  Basic Structure 

The basic structure of the attrition calculation in the 

ground-combat model is to compute three quantities— 

(1) By weapon type, the potential number of weapons lost, 

(2) By weapon type, the casualties per weapon lost, and 

(3) The total number of casualties— 

and then to compute by weapon type the actual number of weapons 

lost, based on these quantities.  In this subsection, we will 

describe how the model uses these quantities to compute by 

weapon type the weapons lost.  In the subsequent three sub- 

sections, we will show how each of these quantities is computed 

from the inputs. 

For notational purposes, let 

B. = the actual number of Blue type-j ground weapons lost 
J   during the day in the sector; 

B^ = the potential number of Blue type-j ground weapons 
J   lost during the day in the sector; 

C. = the number of Blue casualties associated with Blue 
J   type-j weapons lost; 

Bn = the total number of Blue casualties that occurred 
during the day's battle in the sector; 

and let R., R?, C^, and RQ be defined similarly for Red. 

Assume for the time being that B^, C., and BQ are known. 

Then IDAGAM I makes two assumptions in order to calculate B.: 

IDAGAM I assumes— 
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(1) That the actual number of weapons lost is proportional 
to the potential number of weapons lost (i.e., that 

for some a and for all types of Blue weapons). 

(2) That the actual number of weapons lost (by type) times 
the casualties per weapon lost (by type), when summed 
over all types of weapons, gives the total number of 
casualties--!.e., that 

(this assumption really just assumes t^hat the defini- 

tion of C. is consistent). 

These assumptions imply that 

]  <^?CS = *0 
or 

J>. B° 

Thus, once B?, C., and B are known, IDAGAM I calculates by 

weapon type the actual number of weapons killed as 

B  -    B°     BP 
J " T.  BP rb  J ' 

y  J   J 

The corresponding equation for Red is 

Rn 
R. - - -°    Rr 
J   £ RP Cr. J ' 

y   J   J 

These equations are fairly straightforward.  The real 

problem is how to calculate B1?, C, and BQ (and the corresponding 
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quantities for Red).  Briefly, the calculations are made as 

follows:  B? is calculated using a Lanchester-type equation 

(B^ does not depend either on the casualties-per-weapon-lost 
b variables or on force ratios).  C. is calculated directly as 

a weighted average of certain inputs.  BQ is calculated using 

force ratios and historical data.  Thus, B. depends on force 

ratios only through the calculations for Bn» 

A characteristic of this approach is as follows:  An 

advantage of heterogeneous Lanchester equations is that, since 

they are  heterogeneous, they can be used to determine by weapon 

type the weapon losses.  But their use has been limited partial- 

ly by the fact that they require absolute measures of weapon-on- 

weapon effectiveness, data for which are hard to obtain (i.e., 

used alone, heterogeneous Lanchester equations need to know 

more than that an antitank weapon has 10 times the potential 

to kill enemy tanks that an artillery piece has).  When used 

alone, these equations need as input the actual rate of enemy 

tank kills per antitank weapon.  These absolute data are hard 

to obtain from laboratory tests or field exercises, and histori- 

cal data rich enough to give by type of shooter and target the 

weapon losses are not available.  Relative measures of weapon- 

on-weapon effectiveness could be used as data for heterogeneous 

Lanchester equations to obtain by weapon type a potential num- 

ber of weapons lost, but then this potential number would have 

to be scaled to obtain by weapon type the actual number of 

weapons lost. 

On the other hand, one reason for the relatively frequent 

use of force ratios for determining casualties is their capabi- 

lity of verification based on historical data.  IDAGAM I com- 

bines the advantages of each method to compute by weapon type 

the potential number of weapons lost, using Lanchester equations 

and relative weapon-on-weapon data and then scaling this 

potential number, based on the total number of casualties (com- 

puted by using force ratios and historical data). 

48 



The inputs and method used to compute B?, C., and B are 
j  j      u 

discussed below.  The computation of Bn is of particular im- 

portance, since the number of casualties suffered is a primary 

output by itself (as well as being used to calculate by weapon 

type the number of weapons lost). 

b.  Potential Number of Weapons Lost (by Type) 

The definitions of the inputs required to calculate by 

weapon type the potential number of weapons lost are as 

follows: 

Let    B. = the number of Blue type-i ground weapons in the 
sector (this is initially input and is adjusted 
daily according to attrition, replacements, 
balance, etc.); 

* 
B. = the number of Blue type-i ground weapons in a 

standard force (this is input); 

B = the number of Blue type-c aircraft on CAS 
missions that successfully deliver their 
ordnance that day in the sector (this is 
calculated by the air-combat model); 

*bed A. .   = the fraction of Blue type-i ground weapons that 
would fire at Red type-j weapons if Blue were 
on defense and the Red target force were the 
standard force (this is input); 

P-.fi. = the potential number of Red type-j ground weapons 
killed by each Blue type-i ground weapon per day 
if the Blue type-i weapon were to allocate all 
its fire to Red type-j weapons and if Blue were 
on defense in posture-type k (this is input); 

L   = the number of Blue type-m air munitions carried 
in a notional load of Blue type-c aircraft if 
Blue were on defense (this is input); 

A .a  = the fraction of Blue type-m air munitions that 
would be fired at Red type-j weapons if Blue 
were on defense and the Red target force were 
the standard force (this is input); 

»_ _ j 

P .  = the potential number of Red type-j ground weapons mj killed by each Blue type-m air munition if the 
Blue type-m air munition were to be fired solely 
at Red type-j weapons and if Blue were on defense 
(this is input); 
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r.  TD* Da A*rga Drga T raa  A*raa „,, ^raa . and let R^ R^ Rc> A^* , P^, hcm   , Amj  , and Pmj  be 

defined similarly for Red on attack. 

The ground model performs the following calculations (for 

Blue defending in posture-type k): 

/ A*^dRVR*  \ h . 
RP   Y R f   ij   J  J   »pbgd 

I      h J    A*badR./R* 
+ Y Bal T Lbad( ^ ^ 1 

+ I ReU Lraa(  C^V
8'   Lraa 

c   \m cm\£ A*raaB /B* y mj 
.* «•  mj  j   j 

These equations have a natural interpretation.  For example, 

in the first equation, B. is the number of Blue (shooting) 

type-i ground weapons, the fraction 

*bgd   * 
Ai.1  VRJ 

gives the allocation of fire of Blue type-i weapons against Red 

type-j weapons, and P-jf^ is the potential number of Red type-j 

weapons killed for each Blue type-i weapon that allocates its 

fire to Red type-j weapons.  Summing this over i and adding in 

the similar terms for air-to-ground attrition gives the total 

potential number of Red type-j weapons killed. 
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Note that these equations would be the discrete version 

of the standard heterogeneous Lanchester-square equations if 

the allocation of fire were independent of the number of tar- 

get weapons.  However, it does not seem reasonable to make 

allocation of fire independent of the number of target weapons 

(For an initial explanation of these equations, see Anderson 

[*J] and Karr [15].  Forthcoming papers will explain this allo- 

cation in further detail.) 

Note that nowhere in these computations are force ratios, 

numbers of casualties, or the number of casualties per weapon 

used. 

c.  Casualties per Weapon Lost (by Type) 

The definitions of the inputs required to calculate the 

number of casualties per weapon lost (by type) are as follows 

Let D.^ = the number of Red casualties associated with each 
J   Red type-j weapon killed by a Blue type-i weapon 

if Blue is on defense (this is input); 

D .  = the number of Red casualties associated with each 
Red type-j weapon killed by a Blue type-m air 
munition if Blue is on defense (this is input); 

and let D^fa and Draa be defined similarly for Red on attack 
ij      mj 

killing Blue. 

The difference between the Dfs (which are input) and the 

C's (which are required for the computation) is that the D!s 

can depend on the type of shooting weapons, while the C's 

cannot.  Clearly, the C's should be computed as a weighted 

average of the D's.  The weighting factors that the ground 

model uses are calculated as follows: 

= the potential number of Red type-j weapons killed 
by Blue type-i weapons considering allocation of 
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fire, If Blue were on defense in posture-type k; 

„bad . r aTbad/   mj  J  j   Ubad 

J 

= the potential number of Red type-j weapons killed 
by Blue type-m air munitions from all Blue aircraft, 
considering allocation of fire, if Blue were on 
defense; 

and let Q^a abd Q^aa be defined similarly for Red killing Blue. 

Note that these variables are not inputs; they are working vari- 

ables calculated from inputs.  Note also that 

I «if + I tf = R? 
m mj 

and 

E Qrga + T Qraa = Bp i yij  + i Snj    bj ' 

are 

The weighting factors used to average the D.? 's and D a fs 

Qbgd ii y     = the ratio of the potential number of Red type-j 
R?   weapons killed by Blue type-i ground weapons to 

the potential number of Red weapons killed by 
all Blue (ground and air) weapons; and 

bad 
^mj = the ratio of the potential number of Red type-j 
R?   weapons killed by Blue type-m air munitions to 

the potential number of Red weapons killed by 
all Blue (ground and air) weapons. 

With these weighting factors, we have 

Qbgd Qbad 
cr  . I  ZiL D^gd + £ ^mj_ Dbad 
J   i  RP   ^    m R?  mJ 
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and, similarly, for Red killing Blue, we have 

Qrga        Qraa 
Draa 

J   i BP  ij   m ßP  mJ 

J J 

d.  Total Number of Casualties 

(1) Basic Approach 

A method to calculate the number of casualties has been 

available for some time (for example, it is used in the ATLAS 

model).  IDAGAM I uses this method with certain major modifi- 

cations.  The ATLAS method uses historical data, force ratios, 

and firepower scores.  IDAGAM I has not improved the histori- 

cal data base; and thus, until better data are available, the 

standard functional relationships between force ratios and 

percent casualties must still be used.  IDAGAM I has modified 

the concept of force ratios, and it avoids a problem that can 

occur in standard force-ratio models.  IDAGAM I does not use 

firepower scores.1 

In addition to these changes, IDAGAM I considers degrada- 

tion of effectiveness due to shortages of supplies in a more 

appropriate way than ATLAS does; IDAGAM I directly considers 

degradation in effectiveness due to a shortage weapons (which 

ATLAS considers, at best, implicitly); IDAGAM I allows indivi- 

dual replacements to build up over time to full effectiveness 

(ATLAS assumes essentially that replacements are immediately 

fully effective); and IDAGAM I allows divisions to reorganize 

over time (which ATLAS does not allow). 

*By a "firepower score" we mean any number (whether it is cal- 
culated based on lethal area per round times expected number 
of rounds fired, or not) that is assigned to each weapon type, 
such that each weapon of that type in combat contributes 
(linearly) that number to its side's total value—no matter 
what types of target weapons it is shooting at. 
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The reason that allowing divisions to reorganize is 

important is as follows:  The ATLAS method assumes that the 

percent of effectiveness of a division is not necessarily 

equal to its percent strength.  In particular, a division may 

be at 70-percent strength but only at 30 percent of its effec- 

tiveness.  This assumption seems quite reasonable if a division 

at 100-percent strength suffered enough casualties in a battle 

to reduce its strength to 70 percent, for then the division 

might be so disorganized that it would be only 30-percent 

effective.  But if the division suffered no additional casual- 

ties (and received no replacements) and it were not short of 

weapons or supplies, then the division should be able to re- 

organize itself over time so that being at 70 percent of its 

original strength would mean that it could reach 70 percent 

of its original effectiveness through reorganization. 

The steps used to calculate the total number of casualties 

are as follows: 

(1) Calculate degradation factor due to shortage of 
supplies. 

(2) Calculate Blue ground value (for each type of division) 
based on number of Blue weapons in the sector. 

(3) Calculate Blue ground value (for each type of division) 
based on Blue personnel strength in the sector. 

(4) Calculate Blue ground effectiveness, considering 
weapons, personnel strength, and supplies. 

(5) Calculate Blue air effectiveness in the sector. 

(6) Do Steps 2, 3, 4, and 5 for Red. 

(7) Form force ratios and calculate percent casualties 
for Blue and Red. 

(8) Calculate number of casualties to Blue and Red. 

After the input variables have been defined, each of these 

steps will be described in turn. 

We are still assuming that Red is on attack and Blue is 

defending in posture-type k.  (Symmetric calculations are made 

if Blue is on attack.)  The notation already defined will be 
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used here when needed.  New inputs are as follows: 

Bs = the number of tons of supplies that Blue has in 
the sector under consideration (this is initially 
input and is adjusted daily according to attrition, 
consumption, and resupply).1 

cb S.  = planned supply consumption rate for Blue type-i 
weapons (this is input). 

cb SQ  = planned supply consumption rate for Blue people 
(this is input).  (In the computer program, this 
quantity is also a function of the category of 
Blue personnel—combat, combat support, or service 
support.  But for simplicity of notation, we will 
not denote this functional relationship here.) 

sb f  (x) = the effectiveness factor for supply degradation if 
Blue has x days of supply on hand at the beginning 
of the day.  If Blue would have an effectiveness 
of y before considering possible supply shortages 
and if Blue had x days of supply on hand (both x 
and y are calculated by the model), then we assume 

that Blue's effectiveness is yfsb(x).  The function 
sb f   is an input via a piecewise linear structure. 

Bid = the number °f Blue type-i ground weapons in all 
type-d divisions in the sector (this is initially 
input and is adjusted daily according to attrition, 
replacements, balance, etc.).  Note that B., as 

previously defined, is calculated from the B. , !s by 

i  £  id 

B? , = the TOE2 authorized number of Blue type-i ground 
weapons in a Blue type-d division (this is input). 

Bn, = the number of Blue people in all type-d divisions 
in the sector (this is initially input and is ad- 
justed daily according to attrition, replace- 
ments, etc.). 

*In Figure 2 (p. 11*0, the notation BSS(J), where J denotes the 
sector, is used in place of Bs, in order to show explicitly 
the dependence on sectors. 

2We use TOE (Table of Organization and Equipment) here when 
defining the authorized number of people or weapons in a 
full-strength division. 
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Bn, = the TOE authorized number of people In a 
Od type-d division (this is input). 

N,, = the number of Blue type-d divisions in the 
sector.  (This is initially input and is ad- 
justed daily according to reinforcements and 
withdrawals.  This number is not adjusted by 
the actual strength of the divisions.  For 
example, if there are two type-d divisions 
in the sector, each at 75-percent strength, 

then N*j = 2, not 1.5.) 

f.ed(x) = the reduction of the effectiveness of a Blue 
type-d division on defense if it were at full 
strength and was reduced to a fractional 
strength of x (before any reorganization). 

(In the example above, f^ed(.70) = .30.)  This 

is input via a piecewise linear structure. 

G,  = the reorganization rate for a Blue type-d 
division if Blue is on defense (this is input). 

L, = the balance factor for Blue personnel in a 
type-d division (this is input, and its purpose 
will be explained below). 

f c (x) = the percent of balanced Blue people that become 
casualties per day if Blue is on defense in 
posture-type k and the force ratio is x (this 
function is input via a piecewise linear 
structure). 

Let RS, Scr, S°r, fsr(x), Rid, R^, RQd, R^, N^, fj
ea(x), G™, 

L*j, and fk°
a(x) be defined similarly for Red on attack.1 Work- 

ing variables will be introduced and defined as needed. 

IDAGAM I considers three different methods of applying the 

general description (above) and variable definitions to deter- 

mine the total number of casualties.  Since these three methods 

are three different ways of calculating ground-weapon effective- 

ness and air effectiveness, Steps 1, 3, ^, 7, and 8 are the same 

for each method (with one exception, described below).  Only 

Steps 2 and 5, and the corresponding calculations for Red in 

*In Figure 2 (p. Ill*), the notation RSS(J), where J denotes 
sector, is used in place of Rs, in order to show explicitly 
the dependence on sectors. 
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Step 6, are varied.  In Subsection (2), below, we will describe 

all the steps and will describe one method for computing weapon 

and aircraft effectiveness.  This method is based on the poten- 

tial number of casualties that a weapon or aircraft can inflict, 

A second method will be described in Subsection (3).  This 

method is based on the potential of a weapon or aircraft to 

destroy the potential of the enemy's weapons—and vice versa. 

A third method, based simply on linear weights, is described 

in Subsection (4).! 

(2) Potential Casualties 

Steps 1, 3, 4, 7, and 8 (as described below) apply to each 

method of computing casualties.  Steps 2, 5, and 6 are based on 

the potential number of casualties that a weapon or aircraft 

can cause. 

Step 1.  Effectiveness degradation due to a shortage of 

supplies is assumed to be a function of the number of days of 

supply on hand.  Let 

Ds  = days of supply on hand for Blue 

= (Blue supplies in sector)/(Blue supplies consumed 
per day) 

BS 

Vob + I  BiSf 
Then 

sb E  = fractional effectiveness due to supply shortage 
for Blue 

= fsb(Dshb) . 

^his order should not be taken as giving our recommendation of 
which method should be used.  These three methods are presented 
in this order for expository purposes only. 
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Similarly, 

Esr = fractional effectiveness due to supply shortage for 
Red 

= fsr(DShr) , 

shr        RS where D 

Vor + I Risir 

Step 2.  The value of each Blue weapon is assumed to be 

equal to the potential number of Red casualties it can cause. 

That is, 

lbwd V.,   = the value of an individual Blue type-i ground ik weapon on defense in posture-type k against the 
particular Red force in the sector 

= £ (potential number of Red type-j weapons that 
j 
can be killed by a Blue type-i weapon defending 
in posture-type k, considering allocation of 
fire) x (the number of Red casualties associated 
with each kill of a Red type-j weapon by a Blue 
type-i weapon) 

A*lgdyR*. Vb?dD*?d - 

Thus, 

*bgd    , * rijk^ij Air     Hy 

V^d = the value of all weapons in a Blue type-d division 
'kd on defense in posture-type k against the particular 

Red force in the sector 

" I  Vik  Bid- 

*Except for the allocation of fire, this value is quite similar to 
a firepower score.  The major difference is in how this value is 
used.  This value does not attempt to measure the overall effec- 
tiveness of a weapon (as in firepower models), but only to deter- 
mine a scale factor.  And since this scale factor is only one 
part of the attrition structure, the value computed here repre- 
sents only one part of the effectiveness of a weapon. 
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Note that the sum (over all types of divisions) of VT™ equals 

I  I  QifdDijd-  Sj-nce Q^d is the potential number of Red type-j 

weapons killed by all Blue type-i ground weapons, the sum (over 

all types of divisions) of V"k™ is the total potential number of 

Red casualties caused by all Blue ground weapons, considering 

all types of Red target weapons. 

More detail on the rationale for using this method to compute 

the weapon value of a division is given by Anderson [6]. 

Step 3.  Blue ground effectiveness based on personnel 

strength for each type of division is assumed to be a function 

of the actual strength divided by the TOE strength for that 

type of division.  This function gives a factor that is applied 

to the weapon value that the division would have if it were at 

full TOE strength.  Let 

V ,w = the weapon value of a Blue type-d division at full 
TOE strength on defense in posture-type k 

= [ (value of an individual Blue type-i weapon on 
i defense in posture-type k) x (number of Blue 

type-i weapons in the TOE of a type-d division) 

h     ik  id 

f s Let   B,  = the  fractional strength of a Blue type-d division 
d in the sector 

= [actual number of people in all Blue type-d divi- 
sions in the sector] * [(the TOE number of people 
in one Blue type-d division) x (the number of 
Blue type-d divisions in the sector)] 

B0d 

*IA 
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Then 

E po = the fractional effectiveness based on personnel 
strength of a Blue type-d division in the sector 
if there were no reorganization 

„bed, fsx 
" fd  (Bd } ' 

To account for reorganization, let 

B^Sy = the fractional strength of a Blue type-d division 
f sv in the sector yesterday (Bd 

J   on day n+1 equals 

B,s on day n; and B,sy = 1 on day 1); 

Ed ^ = tne f>ractional effectiveness based on personnel 
strength of a Blue type-d division in the sector 

after reorganization yesterday (E,py on day n+1 

equals E p on day n—E p will be defined below— 

and E^py = 1 on day 1); and 

E p y = the fractional effectiveness based on personnel 
strength of a type-d division in the sector yes- 
terday if there were no reorganization 

= ffV^) . 
Accordingly, a Blue type-d division would have had yesterday 

a fractional effectiveness of E poy had it never reorganized, 

but it actually had yesterday a fractional effectiveness of 

E^py.  If E^py - E^poy > 0, then, to increase the actual effec- 

tiveness, some reorganization must have taken place yesterday 

or before.  The most reorganization that can take place today is 
f s the difference between the fractional strength B,  and the frac- 

tional effectiveness without reorganization E po.  Let 

Gddy = the ratio of the reorganization that has already 
been made before today to the maximum amount of 
reorganization that can be made today 

E]?py - E*poy d d 
Bfs _ Ebpo 
d    a 
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Thus, adding in the reorganization that can be made today gives 

that the reorganization up through today is the minimum of 

G*dy + G*d and 1.0. d     d 

The above arguments give that 

E,p = the fractional effectiveness based on personnel 
strength of a Blue type-d division in the sector 
considering reorganization 

= [the fractional effectiveness based on personnel 
strength without reorganization] + [(the reorgani- 
zation through today) x (the maximum amount of 
reorganization that can take place)] 

= E5P0 + [(min {Gfy + Qf,   1.0})(BJS - Bf0)] . 

Note that if no reorganization is allowed (G  = 0), then 

pbP _ pbpo 
Ed " Ed   ■ 

while if full reorganization can take place overnight (G,  = 1), 

then 

E5P = Bdfs • 
The reason that the expression for E,p in the intermediate 

cases is somewhat complicated is in order to consider adequately 

the effect of replacements or further attrition on reorganization. 

With the above structure, the ground value of a division 

based on personnel strength can be calculated as 

V P  = Blue value based on personnel strength of a type-d 
division on defense in posture-type k 

= (fractional effectiveness based on personnel strength 
of a type-d division on defense) x (the weapon value 
of a Blue division at full TOE strength on defense in 
posture-type k) 

.  bpvtbwd 
" Ed Vkd   ' 

Note that V,,   is the potential number of casualties that 

can be caused by a full-strength Blue type-d division on defense 
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in posture-type k against the particular Red force in the sector 

(ytbwd is a function of R \u     E^P is a degradation factor if the 

division is not at full personnel strength.  Thus, V ^ can be 

interpreted as the potential number of casualties that can be 

caused by the Blue division, considering its actual personnel 

strength. 

Step 4.  The total Blue ground value then is 

Vs = total Blue ground value on defense in posture-type k 

= I (min {Vbf, VbPd})NbEsb . 
d 

h wd 
The interpretation here is that if VT" is the potential 

number of casualties, considering the actual number of weapons 

in the division, and if V, ? is the potential number of casu- 

alties, considering the actual number of people in the division 

then, since the division needs both people and weapons to in- 

flict casualties, the potential number of casualties that the 

division can inflict, considering both its strength and its 

weapons, is the minimum of V, ,  and V. *? 

Thus, 

J (mm {VJf, V
b

kf»NS 

is the potential number of casualties that the entire Blue 

ground force in the sector can inflict, considering people and 

weapons.  This would be Blue's potential if Blue had no short- 

age of supplies.  Since a force needs supplies (as well as 

people and weapons) to inflict casualties, a degradation 

factor if Blue is short of supplies must also be considered, 

which is the role played by E  .  Accordingly, V. g  can be 

interpreted as the potential number of casualties that the 

Blue ground force on defense in posture-type k can Inflict 
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on the particular Red force in the sector, considering the 

actual number of weapons, the actual number of people, and 

the number of supplies Blue has in the sector. 

Step 5.  The total Blue air value is calculated as 

V a = total Blue air value on defense 

- Y Y Ra/y Tbadf  Amj  Rj/Rj  \ bad bac 

n B°[iL™ \$ ir-\k-r -3 

=   I   I  QbadDbad   . 

Note that since Q   is the potential number of Red type-j 

weapons killed by all Blue type-m air munitions and since D , 

is the number of Red casualties per type-j weapon killed by a 

Blue type-m air munition, V   is the total potential number 

of Red casualties caused by all Blue air munitions, consider- 

ing all types of target weapons in the particular Red force in 

the sector. 

Step 6.  V.   and v£*?a are calculated in a manner similar 

to that for vj^d and V^d for a type-d division on attack 

against Blue defending in posture-type k, and 

V*  = total Red ground value on attack against Blue 
defending in posture-type k 

r. ,   ,  furwa ..rpa-^r.^sr = l   (min {Vkd , Vk£ }Nd)E   . 

r aa 
V   is calculated in the analogous way—i.e., 

raa V = total Red air value on attack 

(/       *raaB   ,*      \ 

l Lcma( v TaaJ    J, »   ICXf 

= y y QrtaDraa . 
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Step 7.  This step converts the values (or, equivalently, 

the potential number of casualties) into percent casualties 

which, when applied to the appropriate number of people, gives 

the actual number of casualties.  The way that this calcula- 

tion is done is to form force ratios from these values and then 

to use historical data to compute percent casualties as a func- 

tion of force ratio. 

Traditionally, force ratios have been written as the form 

of attacker over defender, so that if no CAS sorties were flown 

on either side the force ratio would be 

vk 
vbgd ■ 
vk 

since we are assuming that Red is on attack in the sector.  The 
bed      T*P 3 

historically based functions f£  and f^  would then give that 

^ga 

f, c (—r—rl = the percent casualties to Blue on defense in k I   , I = the perc 
\Vrg /  posture- type k in the sector that day; 

and 

k 

/V & \ re ai 
fi  I uffH 1 = the percent casualties to Red on attack against 

Blue defending in posture-type k in the sector 
that day. 

This structure has been used in other models, most notably in 

ATLAS (see Kerlin and Cole [19]); and it is used in IDAGAM I 

for the case where neither side flies any CAS sorties.1 

xAt first glance, it may appear inconsistent that the force ratio 
defined above is linear in the attacker's value but is nonlinear 
in the defender's value.  But this is not a real inconsistency, 
because the functions that convert the force ratios to percent 
casualties depend on whether the side is on attack or defense. 
For example, if one defined the function f£cd (x) by 

fbcd(Y,> = fbcdr 1 ^ 
k K   J k ^x}      (continued on next page) 
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When both sides fly CAS sorties, the force ratio has 

traditionally been written as 

vrga + yraa 

ybgd + ybad 

for Red on attack and Blue on defense in posture-type k.  The 

force ratio in this form can be useful for several purposes, 

such as a one-parameter comparison of the total Red force 

versus the total Blue force.  However, it has a severe defect 

if it is used to compute percent casualties to both the attacker 

and the defender.  A complete discussion of this defect is given 

by Anderson [5].  Based on the arguments in that reference, 

IDAGAM I forms two force ratios—one for computing percent casu- 

alties to the attacker and one for computing percent casualties 

to the defender.  Let 

cd F  = force ratio for computing percent casualties to the 
defender in IDAGAM I 

vrga + yraa 

vbgd 
vk 

Pca = force ratio for computing percent casualties to the 
attacker in IDAGAM I 

vrga 

bgd   bad » 
k 

(cont'd) and then computed casualties to the defender as 

rbgd, 
«•bed 

\vrsa/ • 
one would obtain identically the same result as IDAGAM I 
obtains. 
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since we are assuming that Red is on attack and Blue is on 

defense in the sector.1  Then 

cd P  = the percent casualties to the defender 

= f£cd(Fcd) 

rbcd 
1k 

rga + vraa 

and 

Pca = the percent casualties to the attacker 

= f£ca(Fca) 

= fk 

;rga 
rca' 

\ybgd + vbad/ 

For comparison purposes, IDAGAM I allows the option of 

computing force ratios for casualties in the traditional way« 

i.e., it allows the option of computing Fcd and Fca as 

v
rSa + vraa 

pcd =  ca m  Jc  
vbgd + ybad * 
k 

Step 8.  To determine the number of casualties, ATLAS 

computes percent casualties and applies that percent to the 

number of people in each division, but not to any support 

analogous ratios are used if Blue is on attack and Red on 
defense. If a holding posture exists in the sector, then 
the percent casualties to Blue is given by 

,rgd x  vrad, 
,bcl hfiT *v   \ 

k 
where fbch(x) is an input function, and the percent casual- 
ties to Red is given by the same expression with "b" and 
"r" interchanged. 
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units attached to the division.  IDAGAM I cannot attach units 

to other units, and a division should be thought of as consist- 

ing of its basic TOE units and all support units attached to it. 

We feel that this structure is an advantage of IDAGAM I, for the 

following reason:  ATLAS, in effect, assumes that support units 

cannot suffer casualties.  In particular, ATLAS assumes that 

corps artillery attached to a division is always invulnerable. 

Not only is this assumption inconsistent, since division artil- 

lery is not invulnerable, but also it can lead to an analysis 

that unjustifiably favors corps artillery over all other weapons. 

It may well be that if corps artillery is attached to a full- 

strength division, then the corps artillery will suffer very few 

casualties.  But if the division has suffered significant attri- 

tion, then the corps artillery will begin to suffer attrition. 

However, to apply the percent casualties directly to the 

IDAGAM I strength of a division (the division plus its supporting 

units) would increase the number of casualties if the division 

were at full TOE strength, which is not what Is desired.  The 

structure used in IDAGAM I is to multiply the number of people 

in the IDAGAM I-size division by a balance factor before applying 

the percent casualties.  This balance factor can be taken as the 

ratio of the full strength of a type-d division in ATLAS (without 

supporting units) to the full strength of a type-d division In 

IDAGAM I (with supporting units).  Denote this balance factor by 
b r L, for Blue type-d divisions and L, for Red type-d divisions. 

If all else were equal, this structure would cause IDAGAM I to 

calculate the same number of casualties as ATLAS if the divisions 

were at full strength, but the number of casualties would differ 

if divisions were under-strength. 

A second modification to the number of people is based on 

supply shortage.  Suppose two sides facing each other have a 

force ratio of 1 to 1.  Suppose further that each side is so 

short of supplies that each is at .01 percent of its full effec- 

tiveness.  Then the resulting force ratio would still be 1 to 1 
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and, unless this supply shortage is considered some other way, 

the same number of people on each side would be killed as would 

have been killed if each side were at full effectiveness, which 

is clearly unreasonable.  To consider this mutual shortage of 

supplies, let 

0sm      rr-sb  „sr, E  = max {E  , E  } . 

sm Note that E  = 1.0 if either side does not have a shortage of 

supplies.  But if both sides are short of supplies, which is 
sm what causes this anomaly, then E  < 1.0. 

With these two factors, the number of people associated 

with each type-d division to which the percent casualties is 

applied is 
R Tb„sm B0dLdE 

With percent casualties computed in Step 7, the total 

number of Blue casualties is given by 

Similarly, for Red casualties, 

<o = pCa(j "l«oA) 

(3) Antipotential Potential 

A method to compute the value of a weapon based on that 

weapon's capability to destroy the value of the enemy's weapons 

was discovered independently by Spudich [21] (his work is also 

contained in [24]), by Dare and James [13], and by Thrall [22]. 

Anderson [1] first noted that these researchers were using 

essentially the same method and showed the relationship between 

their work.  Holter [14] has extended this work to the stage 

where it appears to be an extremely appealing method to deter- 

mine weapon values for force ratios.  In this subsection, we 

will give the equations used to implement this method.  (The 
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reader is referred to the references for the rationale behind 

these equations.) 

bw 
Using the variables already defined, let K  be the matrix 

whose (i,j)  element is given by 

*bgd, -• 

j 

A "*UR /R. 
Kbw - /   H     J  "1 _ \rb^d • 
« "  Z A bfdR.VR!J iJk ' 

K       be  the matrix whose   (c,j)       element   is  given by 

/     A*badR   ,*     \ 
„ba _ r  .bad/     Hm,1    V",1       \  bad   . 
Kcj   -iLcm   lE   A»badR */mj     > 

\y     mj   j   J / 

r W T*ri and define the matrices K  and K  similarly for Red.  Note 
bw     rw that K  and K  are dependent on the type of posture and that 

all four matrices are dependent on which side is attacking. 

But, for convenience, we will drop the notation for this depen- 

dence and assume throughout that Red is on attack and Blue is 

defending in posture-type k. 
—h w h w       v w 

Let K  be the matrix product of K  and K  , with the 

last row and column deleted.  (This deletion is necessary be- 

cause the last weapon type—SAMs—are assumed to have no ground 

value.)  By our assumptions, K   is nonnegative.  Assume it is 
—bw also irreducible, so that K  has a maximal real eigenvalue 

that is uniquely determined up to a scaling constant.1  Let 

xThrall [22] gives a rationale for using the vectors that 
result from the numerical technique used in IDAGAM I, even 
when these matrices are reducible.  If this "eigenvector" 
approach were used when considering isolated battles, it 
is possible that these matrices could be reducible.  However, 
when considering sectorwide battles (as does IDAGAM I), it 
seems quite unlikely that these matrices could be reducible, 
and even if they are reducible, the arguments given by Thrall 
can be made to support their use. 
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the inverse of this eigenvalue be *.  Let i be a particular 

Blue weapon type (determined by input) and, for each posture- 
lbwd type k, define V.,  L to be the unique eigenvector corresponding 

to 1/X such that Vlbwd = 1.  Let v5Twa be given by 

,rlrwa   rr  r „rw,rlbwd 
Vik  = /X I  KijVjk   ' 

These computations give the values for the Blue ground 

weapons (V.,W ) and the Red ground weapons (V..  ) except for 

the SAMs on each side.  Since it is assumed that SAMs cannot 

kill ground weapons, SAMs can be given a value of 0.  Again, 

the reader is referred to the references (esp. to Holter [14]) 

for the logic behind this approach. 

The air values cannot be determined directly by using this 

method, since it is assumed that ground weapons cannot kill air- 

craft; and, so, a matrix containing both ground weapons and air- 

craft would not be irreducible.  However, as described in Dare 

and James [13] and Anderson [1], a consistent way to determine 

the air values vlbad and vlraa is as follows: c        c 

vlbad        rr r   Trba„lrwa 
c = * i KcftT 

VJ 

c 

and 

rlraa   /T  r „ra^lbwd  l/ 
= /X j KcjVjl   '- 

The goal of Step 2 (above) is to calculate Vk^ . To use 

the antipotential potentials determined here, the calculation 

of V^d is identical to that of Step 2—i.e., kd 

^'kd   i   Yik "id 
vbwd . r vlbwdR 

1 Since we arbitrarily decided not to allow air values to be a 
function of ground posture, we used here posture-type 1 (normal 
attack/delay) as a typical ground posture for determining air 
values. 
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lbwd 
except that V.,   is as defined just above, instead of as it was 

defined in Step 2.  Similarly, the goal of Step 5 (above) is to 

calculate V   ; and to use the antipotential potentials determined 

here, that calculation is replaced by 

„bad _ Y v"^^a<^Ra 

c  c   c ' 
•1 U« J 

where V    is as defined above.  All other calculations for Blue c 
are performed exactly as in Subsection (2), above.  The only dif- 

ference between the potential-casualty method and the anti- 

potential-potential method is the way that V, ,  and V   (and 

the corresponding values for Red) are calculated. 

(4) Linear Weights 

Both of the methods described above are relatively complex. 

The goal of this method is to provide a simple way to compute 

force ratios directly from inputs.  Let 

W.s = the linear weight of a Blue type-i weapon on 
defense; 

W a = the linear weight of a Blue type-m air munition 
on defense; 

and let W^ga and W^aa be defined similarly for Red on attack. 

Then this method computes V^d and V   as 

bwd = j wbgdB   V 
kd    V  i   id 

and 1 

vbad  = T Ba I  L Wbad . L     c L     cm m c    m 

If this were all that IDAGAM I did with the linear-weights 

method, then this method would be exactly consistent with the 

other methods.  But since the goal of this method is to compute 

force ratios directly from inputs, and since the force ratios 

use the quantity v£gd (not Vb£d), v£Sd should be computed directly 

lSee footnote on next page. 
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from inputs.  Accordingly, this method goes on to eliminate Step 

3 and replace Step k   (which computes V, s ) with the computation 

bgd  y  bwdb  V 

d kd d 

That is, this method computes V,s directly as 

vbgd = l  wbgdBi _ 

Similar computations are made for Red.  Thus, the linear-weights 

method computes V. s , V   , V, s , and V   as described here and 

then computes total casualties as described in Steps 7 and 8 of 

Subsection (2), above. 

The linear-weights method is simple and straightforward, 

and it is essentially the same method used by ATLAS, GACAM I, 

and GACAM II.  The problem with this method is that it is too 

simple; it oversimplifies the complex process of ground combat; 

and it is included in IDAGAM I solely for purposes of comparison 

e.  Nonbattle Casualties 

The total number of casualties computed above represents 

the number of battlefield casualties.  IDAGAM I can also play 

nonbattle casualties.  An input percentage (which is a function 

of whether the division is on attack or defense and of what its 

posture is) is applied to all people in divisions in sectors to 

determine the number of nonbattle casualties that occur in sec- 

tors.  Another input percentage is applied to all people in 

regions to determine the number of nonbattle casualties that 

occur in regions.  And a third input percentage is applied to 

all people in the COMMZ to determine the number of nonbattle 

casualties that occur in the COMMZ.  No weapon losses are 

associated with nonbattle casualties. 

*So v£™d and V^gd are independent of k by this method. 
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f. Attrition to Reserve Divisions 

The attrition to divisions in regions due to aircraft on 

IDR missions is calculated in IDAGAM I in the air-combat model. 

We have deferred its explanation to this subsection because the 

attrition equations are based on the logic described in Section 

C.2.b, above. 

It is desirable to model the way that aircraft cause 

attrition to divisions in reserve consistently with the way 

that they cause attrition to divisions in combat.  However, 

it is not possible to have identical attrition processes for 

these two cases in IDAGAM I, because IDAGAM I uses a force- 

ratio structure to scale potential weapons losses for combat 

attrition; and there is no force ratio when reserves are at- 

tacked by aircraft.  But as discussed above, the force-ratio 

structure is used to determine casualties and to scale poten- 

tial weapons losses.  The potential numbers of weapons lost 

(by type) are determined from Lanchester-type equations inde- 

pendently of force ratios.  If the inputs to these Lanchester- 

type equations were actual kills (rather than potential kills), 

these same equations could be used to determine by weapon type 

actual numbers of weapons lost.  The casualties-per-weapon-lost 

data could then be used to calculate total casualties, which is 

what IDAGAM I does. 

The inputs required are 

^ba 
mj 
bar K .  = the actual number of Red type-j ground weapons 

killed by each Blue type-m air munition if the 
Blue type-m munitions were fired at Red type-j 
weapons from Blue aircraft on missions, 

rar 
and K .  for Red aircraft on IDR missions, 

mj 

Let 

ar Bn     = the number of Blue type-c aircraft on IDR missions 
that successfully deliver their ordnance that day 
in the region (this is calculated by the air-combat 
model); 

73 

c 



R = the number of Red type-j ground weapons in reserve 
J   in regions; 

RQ = the number of Red people in reserve in regions; 

sir  r      r 
and let R  , B, , and B be the same for Red air-interdiction of 

c   J r  r  r      r 
Blue divisions in reserve.  (R. , R , B., and BQ are input on 

day 1 and are adjusted for each succeeding day—based on attri- 

tion, reinforcements, replacements, etc.).  Finally, let 

Rr,   = the number of Red type-j weapons lost to Blue air- 
J   craft on IDR missions; 

RQ = the number of Red people lost to Blue aircraft on IDR 
missions; 

and let B^ and BJ: be the same for Blue losses (these are the 

quantities to be calculated).  Then the model computes 

baa^r 71* 

(/ A Daa «baaRr/R* 

j  J . UbarDbaa baV^/R*J mi 

A^aaB'/B# 

\p Vr V/Br 
and 

#poo r  ^  \ 

Note that the notional loads, the allocation of air munitions, 

and the number of casualties per weapon lost are assumed to be 

the same as for CAS missions if the side were on attack in the 

sector. 



3.   FEBA-Movement Calculations 

This section describes Step 6 of the ground-combat model, 

in which the movement of the FEBA in the sector under considera- 

tion is calculated.  Throughout this section, we assume that Red 

is on attack, that Blue is defending in posture-type k, and that 

the terrain is of type t in the sector.1  (The case where Blue 

is on attack is handled symmetrically.) 

a.  Structure and Underlying Assumptions 

The ground-combat model assumes that FEBA movement is a 
function of force ratio, type of defender posture, type of 
terrain, inherent mobility of the attackerfs divisions, and 
use of air forces. 

The primary assumption here is that FEBA movement is a 

function of force ratio.  (Posture and terrain are considered 

by allowing separate curves, which give FEBA movement as a 

function of force ratio for each combination of posture and 

terrain type.)  The secondary assumptions concern how IDAGAM I 

models the inherent mobility of ground forces and the use of air 

forces. 

Concerning the primary assumption, IDAGAM I does not model 

the maneuver of ground units. For example, it does not model a 

company or battalion breaking through enemy lines, disrupting 

the enemy's lines of communication, and forcing the enemy to 

withdraw in some part of a sector. Nor does it model maneuvers 

to gain a better attacking position, nor does it model envelop- 

ments by ground units that might take place within a sector. 

*If the movement of the FEBA as described below causes the 
FEBA to reach an internal boundary, then the posture, terrain, 
and width of the sector can change.  In this case, the move- 
ment of the FEBA in the new Interval is determined by the 
posture, terrain, and width of the sector in the new interval. 
(This is explained in greater detail in Chapter III of 
Volume 3-) 
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These maneuvers are all important events in combat but are, we 

believe, too detailed for a theater-level model like IDAGAM I. 

Instead, these maneuvers are considered as being part of the 

events that contribute to the FEBA-movement/force-ratio curves. 

In actual combat, the movement of the FEBA would not be the 

same all along the sector front; and, in various parts of the 

sector, different types of maneuvers may affect the FEBA posi- 

tion.  But, with the two exceptions noted below, we assume that 

across the whole sector there is some average movement, which 

can be given by a FEBA-movement/force-ratio curve. 

The two exceptions to this general assumption concern the 

secondary assumptions about mobility of ground forces and the 

use of air forces.  Concerning the inherent mobility of ground 

forces, suppose an attacker had two ground forces, either one 

of which would give the same force ratio against a particular 

defender!s force, but one of these forces was inherently more 

mobile than the other (perhaps due to the posture and terrain, 

as well as to the composition of these forces).  Then it is 

reasonable to assume that the FEBA would move farther if the 

attacker used his more mobile ground force than it would if he 

used his less mobile ground force.  The way that IDAGAM I re- 

flects the inherent mobility of different types of attacking 

divisions (in the various postures and terrain types) is 

described in Subsection b below. 

The second exception concerns the use of air forces.  The 

differences between the mobility of high-performance aircraft 

and of ground units are so great that it is difficult to com- 

pare them.  Yet both contribute to FEBA movement, and it would 

be inappropriate not to model the mobility of such aircraft or 

to model it in exactly the same way that mobility is modeled 

for ground units.  The way that IDAGAM I attempts to model 

these differences in mobility is to allow explicitly the 

attackerfs air forces to concentrate their attack in various 

parts of a sector, in order to create a greater force-ratio 
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advantage in those parts (the defender can also concentrate his 

air forces to minimize this advantage to the attacker).  Thus, 

the mobility of ground forces is modeled by directly making the 

FEBA move faster or slower across the whole sector, while the 

mobility of air forces is modeled by allowing the concentration 

of air forces in parts of the sector.1  Three ways in which the 

attacker can concentrate his air forces will be discussed in 

Subsections c, d, and e.  The results from these three sub- 

sections will be combined (in Subsection f) to give the movement 

of the FEBA. 

New inputs required for this section are as follows: 

cmr 
M   = method for computing mobility if Red is the attacker 

(allowable values for this input will be discussed 
below). 

M^, . = mobility factor for a Red type-d division in clkt terrain-type t on attack against a defender in 
posture-type k. 

S^ = relative size of a Red type-d division.  Let the 
average Red division have a relative size of 1.0. 
Then if a Red type-d division is 0.8 as large as 
the average Red division, then S^ = 0.8. 

f,^(x) = the basic movement of the FEBA which, when multi- kt plied by the mobility factor, gives the actual 
movement of the FEBA for the case under consider- 

ation,  f  (x) is this basic movement of the FEBA 

if Red is on attack, Blue is defending in posture- 
type k, the terrain type is t, and the appropriate 
force ratio for the case under consideration is x. 

(The function ff\ is input via a piecewise linear 
structure.) 

r a 
W  = the minimum width in which Red can effectively 

concentrate his air forces to help the Red ground 
forces create and hold a salient. 

xThe basic assumption here is that it is much easier for a side 
to concentrate all his air attacks in certain parts of a sector 
(without the enemy's reacting by moving his ground forces) than 
it is for that side to concentrate all his ground forces (without 
enemy reaction); and that the concentration of ground units that 
normally occurs in combat is considered in the FEBA-movement/ 
force-ratio curves. 
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W = the width of the sector at the location of the FEBA 
on the beginning of the day. (W is calculated from 
geographical inputs each day and based on the loca- 
tion of the FEBA.) 

The only quantities defined in Section C.2 (above) that are 

needed here are the total ground and air values for Blue and Red 
(Ybgd^ ybad^ yrga^ and yraa} and the number of divisions of each 

b     r type in the sector (N. and N ).  Working variables for this 

section will be defined as needed. 

b.  Mobility Factor 

Since different types of divisions have different inherent 

mobilities, some method must be used to determine the overall 

mobility of a force consisting of several different types of 

divisions.  IDAGAM I allows the user to select one of four 

methods for computing the overall mobility factor.  The method 
cmr 

used depends on the input M 

If Mcmr = 1, then the overall mobility factor = 1 
(i.e., mobility is not based on Red division type; it is 
based only on posture and terrain). 

pmr» 
If M   = 2, then the overall mobility factor is the 

minimum divisional mobility factor over the Red divisions 
in the sector, for the given posture and terrain. 

If Mcmr = 3, then the overall mobility factor is the 
maximum divisional mobility factor over the Red divisions 
in the sector, for the given posture and terrain. 

If Mcmr = 4, then the overall mobility factor is the 
weighted average of the divisional mobility factors, where 
the weighting is by number of divisions by type in the 
sector times the relative size of that type of division, 
for the given posture and terrain. 

Formally, let 

M.. = the (overall) mobility factor if the defender is in 
posture-type k and the terrain is type t. 

Then 
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M kt ■< 

1.0 

min {M 
d 

max {M 

dkt 

r 
dkt 

i" dkt d d 
a 

0} 

0} 

if M 

if M 

cmr 

cmr 

if M 
cmr 

if M 
cmr 

= l; 
= 2; 

= 3; 

= 4 

Thus, in each of the cases discussed below, if the appro- 

priate force ratio is x, then the FEBA is assumed to move a 

distance of Mkt
f£t(

x)- 

c.  Attacker's Air Advantage Greater Than His Ground 
Advantage 

In this and the next two subsections, we will discuss three 

ways that the attacker can use his air forces. 

The first case we will consider is that where the attacker 

has a ground advantage (v£sa > V,g ) and an air advantage 
,raa rbad> (V a  > Vuau), and his air advantage is greater than his ground 

advantage ([Vraa/Vbad] > [v£ga/v£sd]).  In this case, if the 

attacker were to concentrate his air forces in one part of this 

sector, then that part of the sector would have a higher force 

ratio and would move faster than the other parts of the sector 

(and the attacker will not be at a ground disadvantage in the 

remaining parts of the sector).  This relationship remains 

true even if the defender were to know in which part the 

attacker would concentrate his air forces and if the defender 

were to fly his air forces to that part.  Thus, in this case, 

the attacker can use his air forces to create one or more 

salients across the sector front. 

It does not seem reasonable to assume that the attacker 

ignores this characteristic and that he spreads his air forces 

79 



uniformly across the sector.  This advantage for the attacker 

should be explicitly considered. 

The attacker could concentrate all his air forces to create 

one salient whose width is Wra, and this salient would move more 

quickly than the rest of the sector.  But if the attacker does 

so, sooner or later he will have front-to-flank ratio problems 

with that salient.  One way the attacker could effectively use 

this advantage is as follows: 

ra Suppose that W  = 1/3 W.  Then we could picture the sector 

as follows: 

Blue 
Defender FEBA 

4 
Wrd 

+ 
wra 

JL 

w 

Red 
Attacker 

Denote each of these parts of the whole sector as minor sectors 
r a 

Then, since W ' = 1/3 W, there are three minor sectors in the 

whole sector.  The assumption concerning ground forces gives 

that each minor sector contains 1/3 of each side's ground 

forces.  Numbering the minor sectors from 1 to 3 gives the 

following: 

1/3 V 

1/3 V 

bgd 

bgd 

1/3 vjgd 

1/3 Vrk
ga 

1/3 V^a 

1/3 Vrk
ga 
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If the attacker were to concentrate his air forces in 

minor sectors 1 and 3, then the FEBA would move faster in 

these minor sectors than in minor sector 2.  Then the "pinch" 

would be on the defender in minor sector 2.  Minor sectors 1 

and 3 each have only one exposed flank in the sector, and the 

sector boundaries are assumed to be geographical character- 

istics that limit combat across the boundaries.  On the other 

hand, the defender would eventually be surrounded in minor 

sector 2 if he did not withdraw first.  This concentration 

of the attacker's air forces can be pictured as follows: 

1/3 Vrk
yd + 1/2 V1 

rga 1/3 V' 

1/3 v£ga + 1/2 Vraa 

If the attacker were to concentrate his air forces this 

way day after day (and if the air and ground advantages remain 

as described above day after day), then sooner or later, to 

avoid being surrounded, the defender would have to withdraw 

in minor sector 2 at the same rate that the attacker is ad- 

vancing in minor sectors 1 and 3-  This statement is true no 

matter how the defender uses his air forces, and so it is to 

the defender's advantage to use his air forces to slow down 

sectors 1 and 3—resulting in the following picture: 

81 



1/2 Vbad + 1/3 v£9d  - (3) -   1/3 V[9a + 1/2 Vraa 

1/3 Vbk9
d  - (t)  -   1/3 V[9a 

1/2 Vbad + 1/3 Vbgd   (j) -   1/3 v[ga + 1/2 Vraa 

As described above, the defender will eventually be forced 
to withdraw from minor sector 2 at the same rate as the FEBA is 
moving in minor sectors 1 and 3.  Accordingly, the average FEBA 
movement in the whole sector is approximated by the FEBA move- 
ment in either minor sector 1 or minor sector 3 (they are equal, 
since the force ratio, posture, and terrain are the same).  Let 

F  = the FEBA movement in the whole sector if the air 
and ground advantages are as described above. 

Then we assume that 

F1 = the FEBA movement in a minor sector in which the 
attacker is concentrating his air forces. 

r a For the case where VT  ■ 1/3 W, this concentration of air 
forces gives that 

rraa> 1    rga  1 1 
F  = M  fr ( 3  k     2 1    11ktIkti 1 ,rbgd ; 1 in x vbgd  X vbad 

\3  k    2 
(rga  3 vraa> 

vbgd + 3 vbad 

ra Now suppose that W  = 1/9 W.  Then the ground-force 
picture would look like the following: 
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1/9 V 

1/9 V 

1/9 V 

bgd 
k 

bgd 

bgd 

1/9 vj9d 

1/9 vj9d 

1/9 vj9d 

1/9 vj9d 

1/9 V 

1/9 V 

bgd 

bgd 

1/9 v£ga 

1/9 v£ga 

1/9 V[ga 

1/9 Vrk
ga 

1/9 Vrk
ga 

1/9 V£9a 

1/9 V^ga 

1/9 Vrk
ga 

1/9 V^ga 

Suppose the attacker were to concentrate his air forces 

in minor sectors 1, 35 7, and 9; and let us look closely at 

minor sectors 2 and 3-  If the defender were also to concen- 

trate his air forces in those sectors, then, after a while, 

the FEBA would look like the following: 
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© 
© 

1      ® 
© 

1      © 
Defender FEBA Attacker 

What happens if the attacker presses on in minor sectors 1 and 

2?  The attacker in minor sector 3 is outflanked on two sides. 

On one side, the defender is in a "stable" position, but on 

the other side, in minor sector 2, the defender is also out- 

flanked.  And the situation is symmetric, in the sense that 

the defender in minor sector 2 is in the same position—out- 

flanked on one side by the attacker in a "stable" position and 

outflanked on the other side by the attacker in minor sector 3. 

Either the attacker's advance in minor sectors 1 and 3 causes 

the defender to withdraw in minor sector 2, or the defensive 

resistance in minor sectors 2 and 4 causes the attacker to 

slow down in minor sector 3.  While the situation is symmetric, 

the forces are not.  The attacker is the attacker because he 

is stronger (in some sense); and so we assume that, in this 

case, the defender will withdraw in minor sector 2. 

The same situation holds in minor sectors 6, 7, 8, and 9; 

and so we assume that the defender withdraws in minor sector 8. 

This assumption means that minor sectors 1, 2, 3, 7, 8, and 9 
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are all moving at the faster rate (due to concentration of the 

attacker's air forces).  Thus, these minor sectors are out- 

flanking minor sectors 4, 5, and 6; and so the defender must 

eventually withdraw in these sectors at the same rate that the 

attacker is advancing in minor sectors 1, 4, 7, and 9. 

Accordingly, with air forces concentrated as described 

above, the picture is as follows: 

1/4 Vbad + 1/9 vj9d 

1/9 V 
bgd 

1/4 Vbad + 1/9 Vbgd 

1/9 Vbgd 

1/9 Vbgd 

1/9 V 

1/4 Vbad + 1/9 V 

bgd 
k 

bgd 

1/9 Vbgd 

1/4 Vbad + 1/9 Vbgd 

-( 9 

K 7 

-(4 

n3 

n l 

frga raa 
1/9 V'k

ya + 1/4 V 

1/9 v£ga 

1/9 V[ga + 1/4 Vraa 

1/9 Vrk
ga 

1/9 Vrk
ga 

1/9 Vrk
ga 

1/9 v£ga + 1/4 Vraa 

1/9 Vrk
ga 

1/9 Vk
ga + 1/4 Vraa 

rra And the definition for P1 gives, for the case where W  = 1/9 W, 

that 
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(I vrga + I vraa 

1 vbgd 1 bad 
9 k    ¥ 

= M, .fr 

9 

vrga + 9 vraa 

kt kt \ vbgd  9 vbad 
\vk    "5" v 

ra The case where W  = 1/27 W can be described in a similar 

manner, with the attacker and defender concentrating their air 

forces in minor sectors 1, 3, 7, 9, 19, 21, 25, and 27.  And 

so, in this case, 

/ A. yrga + i Vraa 
F  - M  fr I 27  k F 

1 " kt ktl 1 vbgd 1 bad 
\27 Vk + F V 

- M, ^f 

rga j, 27 vraa 
r ' + 7" ^ 

ktxkt I vbgd .27 vbad Vk  + "8" V 

The extension to any case Wra = l/3n W for any integer 

(n>0) is clear.  In particular, if Wra = W (n=0), then no 

concentration of air forces is possible and 

/vrga + yraa 

F  = M  fr I —  1   kt kt I vbgd  vbad 

Now the problem is to determine what should happen if 

1/3 W < W ' < 1/3   w for some n.  A simple approach would 

be to "round down" and use the formula for the case where 
r a      n 

VT ' ■ 1/3 W.  This approach would be reasonable if the 

attacker were constrained to line up his leftmost minor sec- 

tor with his left boundary and his rightmost minor sector with 

his rightmost boundary.  But the attacker is not constrained 
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to do so.  For example, suppose that Wra = 1/4 W.  Then the 

attacker could view the whole sector as follows: 

Blue 
Defender 

A)  Wra/2 

4 W ra 

W ra 

W ra 

Q)  Wra/2 

FEBA 

Sector Boundary 

w 

Sector Boundary 

Red 
Attacker 

Since minor sectors 1 and 5 are only 1/2 Wra wide, the attacker 

cannot concentrate his air forces there; but if he concentrated 

his air forces in minor sectors 2 and 4, then the defender might 

be forced to withdraw in 1 and 5 more quickly because of the 

narrow width of these minor sectors; and then, with minor sec- 

tors 1, 2, 4, and 5 moving, the defender would be forced to 

withdraw in minor sector 3.  The point here is that the sector 

boundaries play an important role.  Rather than attempt to 

formulate a precise set of rules concerning the sector bound- 

aries, IDAGAM I uses a smooth curve to handle the case where 

l/3n W < Wra < l/3n+1 W. 

This smooth curve is constructed as follows.  Note that 

if W '' = 1/3  W, then each minor sector has l/3n of the ground 

forces and each minor sector that receives air support has 

1/2  of the air forces, where the examples are as follows: 
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n 3n 2n 

0 1 1 

1 3 2 

2 9 *l 

3 27 8 

Now suppose that this relationship holds for any real x 

(instead of just integer-valued nTs).  That is, suppose that 
ra     x 

if W  = 1/3 W then each minor sector that receives air 

support tias 1/3  of the ground forces and 1/2  of the air 

forces.  With this supposition, if y = 1/3  then each minor 

sector receiving; air support will have y of the ground forces 
((loe v Vlos: 1) 

and 2VV * *"     & Jy 0f the air forces.  For the examples, we 

have the following: 

y 2(log y/log 3) 

l 1 

1/3 1/2 

1/9 l/H 
1/27 1/8 

Using this structure to calculate F in general gives 

(yVrga + 2((log y)/log 3) y^aa 

yVbgd + 2((log y)/log 3) ybad 

r a 
where y = W /W. 

Equivalently, if we set 

Tra 

z   = 
2((log Wlcl/W)/log  3) 

Wra/W 

then 
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^rga + zyraa^ 

1   kt kt \vbgd vk 

d.  Attacker's Air Advantage Less Than His Ground 
Advantage 

One characteristic of the procedure described above is 

that the attacker concentrates his air forces in the same 

minor sectors day after day, so that the defender must with- 

draw in the other minor sectors once the defender's front-to- 

flank ratio becomes too small in those sectors.  The attacker 

concentrates his air forces in this way because the attacker's 

air advantage was greater than his ground advantage, and so 

the minor sectors in which he concentrated his air forces 

moved faster than the other minor sectors, even when the 

defender concentrated all his air force in those same minor 

sectors. 

Now suppose the attacker has a ground advantage and a 

total advantage, but that either he has an air disadvantage 

or he has an air advantage that is less than his ground advan- 
t* 4-!_ 4. Trr6a ^ Trbgd ,rrga  ,rraa . Trbgd  „bad tage (i.e., suppose that V,& > V & ; V & + V   > v\& + V   ; 

(Vraa/Vbad) < (v£sa/v£gd).  If the attacker were to concentrate 

his air forces in the same minor sector day after day, then (as 

described above) the defender could do the same.  But here this 

concentration would result in a lower overall force ratio in 

those minor sectors and so would impede the attacker's move- 

ment.  Accordingly, in this case, it is not to the attacker's 

advantage to concentrate his air forces in the same minor 

sectors day after day. 

For this case, we will describe another method for the 

attacker to use his air forces.  This method will create 

salients at the beginning of the day, but will flatten the 
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FEBA by the end of the day.  Then, at the beginning of each 

day, the FEBA will be flat; and, so, the defender will not 

know where the attacker will use his air forces that day. 

Accordingly, this method assumes that the defender spreads his 

air forces uniformly across the whole sector front.  The way 

that the attacker uses his air forces is described next: 

Let the maximum front-to-flank ratio that the defender 

will accept in a minor sector be y, which may be pictured 

(turned sideways from the previous pictures, in order to sim- 

plify the notation here) as follows: 

FEBA 
Attacker 

Defender 

■W 
ra 

minor 
sector 

space 
between 

—W 

z/y 

ra 

mi nor 
sector 

space 
between 

-W ra 

i z/y 
minor 
sector 

Thus, if the attacker concentrates his air forces in the 

minor sectors and not in the spaces between, and if the spaces 

between have width z, then the ground gained in each space 

between in a day by the attacker due to defender withdrawal to 

preserve the front-to-flank ratio is z(x - z/y)—the shaded 

area in the following picture: 

Attacker 
FEBA 

Defender 

-W ra -W ra •W ra 

v. 
'A 

mi nor 
sector 

space 
between 

}z/y x H 

mi nor 
sector 

A 
]}*/y 

space 
between 

mi nor 
sector 

The value of x is the difference between the advance in the 

minor sectors (in which the attacker?s air forces are concen- 

90 



trated) and the advance in the spaces between (where the 

attacker flew no CAS sorties). 

Assume that the attacker wishes to choose the width z to 

maximize the shaded area. The value of z that maximizes this 

area is 

z* = 22.' z    2 . 

Rather than input a value for y and a corresponding value 

for the attacker's maximum front-to-flank ratio, we assume that 

y = 
wra 

Note that, since the attacker's front-to-flank ratio in the 
r a minor sectors before the defender withdraws is W /x, this 

ratio is the front-to-flank ratio that the attacker is actually 

accepting.  Thus, the assumption that y = W /x is the same as 

assuming that the maximum front-to-flank ratio that the de- 

fender will accept in the minor sectors equals the front-to- 

flank ratio that the attacker actually accepts in the minor 

sectors.  This assumption gives 

z    2    2  * 

The structure of the attack is as follows:  Suppose that 
r a    "3  r*?i 

W - W  + n(|- W  ) for some n > 0.  Then the whole sector is 

divided into alternating minor sectors of width W ' and spaces 
ra 

between of width W /2.  The attacker and defender spread 

their ground forces uniformly across the front, so that each 
ra minor sector will have W /W of the ground forces and each 
r a space between will have W /2W of the ground forces.  By our 

previous assumptions, the defender spreads his air forces uni- 

formly across the front, so that the defender's air forces 

will split into these same proportions throughout the day. 
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For example, if n = 2 so that there are three minor sectors 

and two spaces between, then the defender's air and ground forces 

(and the attacker's ground forces) are assumed to be distributed 

as in the following picture (note that this picture, and succeed- 

ing pictures, are not drawn to scale): 

Attacker 
FEBA 

Defender 

"£(«r. 
mi nor 
sector 

.ra 
I 

W-lYbgd+Ybad, 
2WV¥k 

badx 

2W 

W^(vbgd+Vba 

space     minor 
between   sector 

vbgd+vbadj 

w ra 
W 

space 
between 

(Vbgd+VbadJ 

mi nor 
sector 

The attacker is assumed to use his air forces as follows: 

The attacker will first concentrate his air forces in the minor 

sectors, in order to create salients and force the defender to 

withdraw in the spaces between the minor sectors.  Then the 

attacker will shift his air forces to concentrate on the spaces 

between to flatten out the FEBA.1  Thus, for the first part of 

r a 
*The spaces between the minor sectors have width less than W  , 
which is defined as the minimum width in which the attacker 
can effectively concentrate his air forces to create salients. 
But here the attacker is not creating a salient; he is using 
his air forces to attack the defender, who is surrounded on 
three sides. 
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the day, the attacker will allocate his air forces equally to 

each minor sector and will allocate no air forces to the spaces 

between.  Then, near the end of the day, the attacker will 

shift his air forces and allocate them equally to the spaces 

between, giving no air support to the minor sectors. 

In the example above (three minor sectors), the attacker 

will allocate his air forces at the beginning of the day as 

follows: 

FEBA 
Attacker 

Defender ■W 
ra 

mi nor 
sector 

-Wra/2^|- W ra -I—wra/2— 
space    minor    space 

between I sector   between 

■W 
ra 

mi nor 
sector 

ra where $1 = 1/3.  The general formula for $ , when W = W  + 

Tra n(| W   )   for any n > 0, is 

3, = 
W ra 3W ra 

|(W - Wra) + wra  2W + W ,ra 

independent of n.  (Note that if n = 2, so that W = 4W 

ß-. = 1/3—as pictured above.) 

ra then 

Let p denote the fraction of the day that the attacker 

concentrates his air forces in the minor sectors (this fraction 

will be computed below), and let 

F21 = the FEBA movement in a minor sector during the part 
of the day that the attacker concentrates his air 
forces in the minor sectors, assuming that the 
ground and air forces are as described above. 
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Then 

Wra vrga +  3Wra  ^aa 
W  k    2W + Wra 

kt ktl  £a bgd + wra ybad 
W  k     W 

■ pM^f 

yrga +   3W   yraa 
k    2W + Wra 

ktxkt^     ybgd ~ ybad 
K 

or 

P21 = pF21 • 

(Vrsa +  3W  yraa 
2W + Wra 

 vbgd + vbad  

Note that P«, does not depend on p; and we will use Fp, to 

calculate p below. 

Let 

F  = the FEBA movement in a space between the minor 
sectors during the part of the day that the 
attacker is concentrating his air forces in the 
minor sectors, assuming that the ground and air 
forces are as described above. 

Then 

Wra vrga 
r /      2W vk 

F22  pMktf   „ra      „ra 

2W vk     2W 

= pM, ,fr 
vrsa 

kt kt I ybgd + ybad 

or 

F22 = PF22 
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where ?22  = M^f^ bgd + vbad I ' V 

In the example, the FEBA position just before the attacker 

switches his air forces to the space between will look like the 

following: 

FEBA 
Defender 

where x = Fp, - F22 and z /y = x/2 = | (F21 - F22). 

th In the remaining (1 - p)  of the day, the attacker con- 

centrates his air forces in the spaces between.  In the example, 

the attacker will allocate his air forces as follows: 

FEBA 

where ß? = 1/2.  The general formula for 02 
is 

,ra 
*2   " 

Wra/2 3VT 

(W  -  Wra)/3        2(W  -  Wra) 
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Let 

23 
the FEBA movement in a space between the minor 
sectors during the part of the day that the attacker 
is concentrating his air forces in the spaces between 
the minor sectors, assuming that the ground and air 
forces are as described above. 

Then 

23 
= (1 - 

= (1 - 

P)Mktfkt 

0)Mktfkt 

W ra 

2W 
vrga + 3W ra 

2(W - Wra) 

yraa N 

W^ vbgd  W^ 
2W vk     2W V 

bad j 
3W 

w - w ra 
V raa 

bgd  vbad 
vk 

or 

23 
= (1 - P)F 

23 ' 

where F 
23 

Mktfkt 

vrga 
k 

3W 

w - w ra 
V raa 

V bgd 
k 

+ V bad 
\ 

/ 

Let 

^24 = the FEBA movement in a minor sector during the part 
of the day that the attacker is concentrating his 
air forces in the spaces between minor sectors, 
assuming the ground and air forces as described 
above. 

Then 

'24 - (1 - P)Mktfkt 

Wra „rga 
w V k 

W  vk     W V 
bad 

= (1 - p)Mktfkt 

vrsa 
k 

V bgd + V bad 
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or 

F2k   = (1 - p)P22 , 

where F22 is as defined above. 

If the FEBA starts the day flat, then, in order for it to 

end the day flat, the attacker's advance in the minor sectors 

must equal his advance in the spaces between.  The attacker's 

advance for the whole day in the minor sectors is given by 

Fp-, + Fpj,.  During the first part of the day, the attacker's 

advance in the spaces between is given by the advance that 

the attacker achieves directly plus the distance that the 

defender is forced to withdraw, the sum of which is 

P22 + (X " T> = P22 + <P21 " F22 " \  (P21 " P22» 

= \  (F21 ♦ P22) . 

During the second part of the day, the attacker's advance in 

the spaces between is given by Fp.-,.  Thus the attacker's 

advance for the whole day in the spaces between is given by 

i (Fp, + Fpp) + Fp^.  The attacker must time the shift in 

concentration of his air forces so that these quantities are 

equal—i.e., p must be such that 

P21 + P24 = \  (P21 + P22) + P23 ' 

Making the appropriate substitutions gives 

pF21 + (1 - p)F22 = \  (pF21 + (1 - p)F22) + (1 - p)F23 , 

or 

\  pF21 = (1 - p)(F23 - i F22) 

Solving for p gives 
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2F23 ~ F22 
F   + 2F   - F r21   ^r23    22 

Now let 

Fp = the overall FEBA movement in the whole sector during 
the whole day, assuming that the ground and air forces 
are as described above. 

Then 

F2= PP21 + (1 - P)F22 . 

ra    ^  r a 
This formula was developed assuming that W = W '' + n(^- W  ) 

for some n >_ 0.  Based on arguments similar to those given for 

using a "smooth curve" in the first case considered above, we 

use this same formula here for all W—i.e., we will also use 

it if Wra + n(| Wra) < W < Wra + (n + 1)(| Wra) for some n > 0. 

(Note that this formula is independent of n, so that it can be 

used directly even if Wra + n(| Wra) < W < Wra + (n + 1)(| Wra) 

for some n >_ 0.) 

e.  Attacker's Ground Disadvantage 

Clearly, one way that the attacker can use his air forces 

is to spread them uniformly across the front just as the ground 

forces are assumed to be.  If the attacker has a ground disad- 

vantage (but is the attacker, because of a significant air 

advantage), then we assume that he cannot concentrate his air 

forces to create salients.  In this case, we assume he must 

use his air forces to support his (outnumbered) ground forces 

uniformly across the front.  Since this will not procure 

salients for the defender to attack, we assume that the de- 

fender also spends his air forces uniformly across the front. 

For this case, let 

F~ = the FEBA movement in the whole sector during the 
day, given that all forces are spread uniformly 
across the sector front. 
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Then 

vrga + yraa^ 

F3  Mktfkt^ ybgd + ybad 

f.  Use of Above Computations 

Three methods in which the attacker can use his air forces 

have been computed (above, Subsections c, d, and e).  As de- 

scribed in Subsection e above, we assume the attacker must 

spread his air forces uniformly across the sector if he has 

a ground disadvantage.  However, if the attacker has a ground 

advantage, then we assume that the attacker can use any of the 

three methods and that he will use the method that produces the 

largest FEBA advance.  Let 

F = the FEBA movement in the sector during one day of 
combat. 

Then 

(max {Fx, F2, F^ ,  if v£ga > v£sd; 

3 
* F- , otherwise . 

Applying the FEBA movement F to the position of the FEBA at the 

beginning of the day gives the position of the FEBA at the be- 

ginning of the next day. 

Finally, the point of these calculations and the assumptions 

leading up to them is not that the attacker would always follow 

the strategies described above, nor that these strategies would 

always work perfectly, nor that these strategies are optimal. 

The point here is that there is an intrinsic difference in mo- 

bility between jets and tanks, and a model of warfare should be 

able to represent this difference.  IDAGAM I does not attempt 

explicitly to model the particular degrees of mobility for each 

type of weapon.  Instead, it attempts to represent the gross 

difference in mobility between air forces and ground forces. 
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Then, with this difference in mobility, the attacker should, 

under some circumstances, be able to use his air forces in a 

better way than just spreading them uniformly across the sector 

front.  The calculations given above allow the attacker a more 

reasonable way to use his air forces. 

D.   SUMMARY DESCRIPTION OF THE THEATER-CONTROL MODEL 

This section contains an outline of the theater-control 

model.  (Chapter IV of Volume 3 contains additional details on 

the logic used by the theater-control model.)  Unlike the air- 

combat and ground-combat models, no battle-related attrition 

of people, weapons, or aircraft is played in the theater- 

control model. 

1.   Structure of the Theater-Control Model 

The theater-control model consists of the following steps: 

(1) Compute supply consumption in regions and COMMZ. 

(2) Compute nonbattle casualties in regions and COMMZ. 

(3) Add daily replacement people, weapons, and supplies 
to the replacement pools in the COMMZ. 

(4) Compute personnel and weapon replacements for divi- 
sions in sectors and regions. 

(5) Consider delayed effectiveness of personnel replace- 
ments. 

(6) Compute theater attacker and sectors of main attack. 

(7) Compute geographical quantities. 

(8) Compute and move reinforcing divisions from COMMZ to 
regions. 

(9) Compute and move reinforcing divisions from regions 
to sectors and withdrawing divisions from sectors to 
regions. 

(10) Compute shipment of supplies and supply losses due to 
enemy aircraft on supply-interdiction missions. 

Each of these steps is now discussed briefly and in turn. 
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Step 1.  Supply consumption for divisions in sectors was 

computed in the ground-combat model.  This step computes supply 

consumption for divisions in regions and the COMMZ, for people 

and weapons in replacement pools in the COMMZ, and for theater- 

support personnel in the COMMZ. 

Step 2.  Nonbattle casualties are computed here for people 

in regions and the COMMZ (as described in Section C.2.e). 

Step 3.  Additional people, weapons, and supplies can be 

read into the appropriate replacement pools using the RF (Read 

Forces) subroutine.  But to simulate daily arrivals of these 

quantities into the theater using the RF subroutine would re- 

quire calling this subroutine each day of the war.  Since 

replacement people, weapons, and supplies are likely to arrive 

on a regular basis, IDAGAM I allows each of these pools to be 

incremented on a daily basis, and the size of the increment 

can vary linearly over time.  These daily increments are made 

in this step. 

Step 4. Replacement personnel and weapons are added into 

under-strength divisions in regions and sectors in this step-- 

as described in Section 2, below. (Replacements are not auto- 

matically added to divisions in the COMMZ.) 

Step 5.  Delayed effectiveness of personnel replacements 

is considered as follows:  Suppose that according to Step 4 

a division is to receive r replacements on day d.  Suppose that 

a replacement is assumed to have a fractional effectiveness of 

x-, on his first day with the division, a fractional effective- 

ness of xn + xp on his second day with the division, and so 

on—until he reaches full effectiveness on his n  day with 

the division.  (The values of n and x,, ..., x  - are input; 

and x, j •..> x  , must satisfy the conditions that x. >_ 0 for 
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all i < n - 1 and x + ... + x   < 1.)  IDAGAM I plays this 

by adding x..r replacements to the division on day d, x?r re- 

placements on day d + 1, and so on—until it adds (1 - x, - 

... - x _-t)r replacements to the division on day d + n - 1. 

Step 6.  The side that is the theater attacker is determined 

by input on the first day of the war.  For each succeeding day, 

the model computes the force ratio formed by the total Red attack 

value (e.g., if MCPR = 5, the total antipotential potential on 

attack against a standard Blue force summed over all Red divisions 

and all Red aircraft in the theater) divided by the total Blue de- 

fense value; and the model computes the force ratio formed by the 

total Blue attack value divided by the total Red defense value. 

The side with the higher force ratio on attack is assumed to be 

the theater attacker that day.  The sectors of main attack for 

the side that is the theater attacker are then computed.  These 

sectors of main attack can either be determined by input or be 

computed by the model.  If they are to be computed by the model, 

the model will compute one sector of main attack in each region 

and, at the user's option, this can be either the sector with 

maximum penetration or the sector with minimum penetration.1 

Step 7.  Geographically related quantities (such as terrain, 

posture, and width of sector) are determined for each sector in 

this step by comparing the current location of the FEBA in the 

sector to inputs which give these geographical quantities as a 

function of FEBA position. 

*The idea here is that if the side that was initially the 
theater defender became, through reinforcements, the theater 
attacker, then that side might want to push the enemy out of 
his territory before he attempted a deep penetration into the 
enemy's territory.  This strategy is accomplished by selecting 
the sector of main attack to be the one with the minimum pene- 
tration.  Once the enemy is pushed back of the original FEBA 
position in all sectors, the model will automatically begin to 
compute the sector of main attack as the one with the maximum 
penetration. 
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Step 8.  Reinforcing divisions are moved from the COMMZ 

to region in Step 8, as follows:  A number of parallel phase 

lines that run the width of the theater and that can be of 

variable distance from each other are inputs to the model for 

each side.  Associated with each space between these phase lines 

is an input fraction between 0.0 and 1.0.  The sector in the 

theater with maximum penetration is determined, and the phase 

lines (between which the FEBA location in this sector falls) are 

found.1  The input fraction associated with the space between 

these phase lines determines the fraction of the sidefs total 

ground force that the side wants to keep in reserve in the 

COMMZ (there are different phase lines and different fractions 

for each side).  If the side has more than that fraction of his 

force in the COMMZ, the remainder is sent forward to the region 

that contains the sector of maximum (or, if appropriate, mini- 

mum) penetration. 

For the purpose of these calculations, ground forces are 

measured as follows:  Both the side that is the theater attacker 

and the posture in the sector of maximum (or minimum) penetra- 

tion have already been determined (in Steps 5 and 6)—based on 

which the value of each weapon against a standard enemy force 

is determined.  The value of each division is assumed to be the 

sum (over the types of weapons) of the number of weapons (of 

that type) in the division times the value of that weapon. 

If the value of all the divisions in the COMMZ divided by 

the value of all the divisions in the theater is less than the 

fraction determined above, then no divisions are moved.  If it 

is greater than or equal to this fraction, then the division 

with the largest value in the COMMZ is tested.  If this division 

*If the user has opted to have the model select the sector of 
main attack according to the sector with minimum penetration, 
then (for the attacker only) the sector with minimum penetra- 
tion is used (instead of the sector with maximum penetration) 
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can be moved and the resulting ratio of divisions remaining 

in the COMMZ to all divisions is still greater than or equal 

to this fraction, then the division is moved.  If not (i.e., 

if moving that division would cause the ratio to fall below 

the fraction), then it is not moved.  Whether or not that divi- 

sion is moved, the division with the second-largest value in 

the COMMZ is then tested against the resulting ratio; and the 

second-largest division is then moved (or not), following the 

same rule.  This procedure continues (for both sides) until 

the smallest division in the COMMZ has been tested. 

If the user of IDAGAM I desires to direct the movement 

of divisions by input rather than by the logic described above, 

he can do so.  To do so here, the user can input the number 1.0 

for the fractions associated with all spaces between phase 

lines, which would mean that no divisions could be automati- 

cally moved from the COMMZ to regions.  The user could then 

direct the movement of divisions by input using the MF (Move 

Forces) subroutine. 

Step 9.  Reinforcing divisions are moved from regions to 

sectors, and withdrawing divisions are moved from sectors to 

regions in Step 9—described in Section 3, below.  (Since 

divisions are in reserve whether they are in regions or in the 

COMMZ, the model does not automatically withdraw divisions 

from regions to the COMMZ.) 

Step 10.  Supplies can be located in each sector, in two 

places in each region, and in two places in the COMMZ.  The 

amount of supplies shipped to each location and supply losses 

due to enemy aircraft on supply-interdiction missions are com- 

puted in Step 10—as described in Section 4 (below), where a 

discussion of how enemy ground fire and aircraft on CAS missions 

destroy supplies in sectors is also given. 
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2.   Personnel and Weapon Replacements 

Personnel and weapon replacements are related, In that 

personnel replacements should not be sent to a division if there 

is such a shortage of weapons that the replacements would have 

no weapons to man.  Likewise, weapon replacements should not be 

sent to a division if there are not enough people to man them. 

This restriction is important:  For example, if people are sent 

to the front without weapons, then these people contribute 

nothing to their side's effectiveness; yet some of these people 

will become casualties. 

The way that IDAGAM I computes replacements is as follows: 

First, a trial number of personnel replacements is calculated. 

This number is assumed to be the minimum of {the number of 

people in the replacement pool, the number of people needed by 

all divisions in all sectors and all regions, and the number 

of people already in these divisions times an input "pipeline" 

factor}.  This trial number of replacements is then prorated to 

the divisions according to need. 

Next, a weapon replacement rate (by weapon type and by 

division) is calculated.  This rate is the number of weapons 

of that type needed by those divisions divided by the number 

of people needed.  The idea here is that if a division needs 

10 weapons of a certain type and 100 people, and if it receives 

50 people as replacements, then, all things being equal, it 

should receive no more than 5 weapons of that type as replace- 

ments (5 equals the weapons replacement rate (10/100) times the 

number of personnel replacements). 

A trial number of replacement weapons by type and by 

division is then computed.  This trial number of replacement 

weapons is the minimum of both the weapon replacement rate 

times the number of personnel replacements and the number of 

weapons of that type needed by the divisions. 

105 



If the number of weapons of that type in the weapon 

replacement pool Is less than the sum over all divisions of this 

trial number, then this trial number of replacement weapons of 

that type is reduced proportionately until the sum equals the 

number in the pool.  If this trial number is reduced for one 

type of weapon, then the trial numbers of replacements for other 

types of replacements for other types of weapons are proportion- 

ately increased (the proportionality is determined by the weapon 

values).  The trial numbers of replacements for the other types 

of weapons are increased until either (1) the divisions do not 

need any more weapons of that type, (2) the weapon replacement 

pool runs out of weapons of that type, or (3) the divisions 

receive enough other weapons so that the total value of these 

weapons (evaluated against their most effective target in a 

standard enemy force) equals the value of weapons (evaluated 

against their least effective target in a standard enemy force) 

that were not replaced because of the shortage in the weapon 

replacement pool.  The number of replacement weapons by type, 

considering these calculations, is the actual number of 

replacement weapons of that type sent to the divisions. 

This actual number of replacement weapons by type is used 

tc determine the actual number of personnel replacements as 

follows:  Let Bld, B^d, N
b, Pbga_, and Pbg£ be as defined in 

Section C.2 of this chapter (above); and let 

B^d = the actual number of Blue type-i replacement weapons 
sent to type-d divisions, as already computed; 

tr B0d = the trial number of Blue personnel replacements to 
be sent to type-d divisions, as already computed; 

and define Pbgn and Pbgx as follows: 

P g  = the minimum value of a Blue type-i ground weapon 

= min (Pbga Pbgd}- J*£ lirijk' *ijV> 

106 



P.& = the maximum value of a Blue type-i ground weapon 

Then 

B0d = tne actual number of Blue personnel replacements 
sent to type-d divisions 

is computed as BJ:, = 

0.0     lB0d' Bt N* ,       (BJ* + BlXgx 
0dd 1 B^pf* + £ Bj,dNb

P;f
n 

iVi 

-B0d 

The idea here is that the actual number of Blue replacements 

should not make the percent personnel strength of the divisions 

greater than a kind of "maximum" weapons strength, where this 

"maximum" weapons strength is the sum over i of the value of 

type-i weapons actually in the divisions divided by the total 

value of all weapons in full TOE-strength divisions (where the 

type-i weapons are counted at their maximum value and all other 

weapon types are counted at their minimum value).  This some- 

what complicated expression has the property that, no matter 

what the composition of the Red force is, the Blue replacements 

do not make the Blue percent personnel strength greater than 

the Blue percent weapons strength (which depends on the composi- 

tion of the Red forces), and the number of Blue replacement goes 

to zero as the total number of Blue weapons goes to zero. 

Similar calculations are made for Red. 

3.   Reinforcements and Withdrawals of Divisions 

The basic idea behind this part of IDAGAM I is as follows: 

The attacker will move reinforcing divisions from a region to 
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the sectors in that region if he has "enough" divisions in the 

region ("enough" will be defined later) and if— 

(1) The force ratio has fallen below a minimum acceptable 
value in any sector, 

(2) He is being constrained by front-to-flank ratio in a 
sector of main attack, or 

(3) The force ratio in a sector of main attack is below 
a desired value.1 

The attacker will withdraw divisions from a sector to its 

region if— 

(1) The sector is a sector of main attack and it is being 
constrained by front-to-flank ratio, 

(2) The personnel strength of a division is below a mini- 
mum acceptable value, or 

(3) The force ratio in a sector that is not a sector of 
main attack is above a desired value and the attackerfs 
reserve level is too low. 

The defender will move reinforcing divisions from a region 

to the sectors in that region if he has "enough" divisions in 

the region and if— 

(1) The force ratio in the sector of maximum penetration 
in the region is above a desired value, or 

(2) The force ratio in any sector is above a maximum 
acceptable value.1 

The defender will withdraw divisions from a sector to its 

region if— 

(1) The personnel strength of a division is below a 
minimum acceptable value, or 

(2) The force ratio is below a desired value in a sector 
that is not a sector either of maximum penetration or 
in which the defender is in a defensive position, and 
the defenderfs reserve level is too low. 

Neither side will reinforce a sector with a division if the 
personnel strength of that division is below an input minimum, 
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Let the term "reserve level" for a region mean the ratio of 

the weapons value of the divisions in reserve in the region to the 

total of both the weapons value of the division in reserve and the 

divisions committed to all the sectors contained in the region. 

Some inputs and working variables required for this part of IDAGAM 

are as follows:  For Blue on attack in the theater, let 

bra F,   = the minimum acceptable force ratio in any sector 
for Blue on attack (this is input); 

bra L!:  = the reserve level that Blue will not go below in 
bra attempting to achieve a force ratio of F-, 

= 0.0 (i.e., L^ra is a working variable, and it is 

assumed that the attacker will always attempt to 
achieve this force ratio—no matter what reserve 
level this gives); 

bra F2 ' = the force ratio that Blue will attempt to achieve in 
a sector flanking a sector of main attack that is con- 
strained by front-to-flank ratio (this is a working 
variable and is set equal to the current force ratio 
in the corresponding sector of main attack); 

bra L ' = the reserve level that Blue will not go below in 
attempting to achieve a force ratio of F^ra (this 
is input); 2 

F-,  = the force ratio that Blue will attempt to achieve in 
^    a sector of main attack if Red is defending in 

posture-type k (this is input); 
bra L^,  = the reserve level that Blue will not go below in 

attempting to achieve a force ratio of F^a (this 
is input); 3k 

b wa Flk  = the f>orce ratio that Blue will not go below in 
attempting to achieve a reserve level of L^wa 

(defined below) in a sector of main attack if Blue 
is in posture-type k in that sector and is withdraw- 
ing divisions from that sector to support in flanking 
sectors, due to front-to-flank ratio constraints 
(this is input); 

L wa = the reserve level that Blue is attempting to achieve 
1 if he is withdrawing divisions from a sector of main 

attack due to front-to-flank ratio constraints 
b wa = 1.0 (i.e., L   is a working variable, and it is 

assumed that the attacker will withdraw divisions from 
the sector of main attack—no matter what reserve 
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level this gives, providing that a force ratio of 

F^a is maintained); 

pbwa m  the force ratio that Blue will not go below in 
3 bwa attempting to achieve a reserve level of L^, 

(this is input); and 
L^iJa = the averaKe reserve level that Blue attempts to 

achieve when considering whether to withdraw 
divisions from a sector that is not a sector either 
of main attack or in which Blue is in a defensive 
position 

= L-?fa (i.e., it is assumed that this average reserve 
3k level equals the reserve level that Blue will 

not go below in attempting to achieve a force 

ratio of F^a in Bluefs sector of main attack) 

For Blue on defense in the theater, let 

Ik 
F-f = the force ratio that Blue will attempt to achieve 

in the sector of maximum penetration if Blue is 
defending in posture-type k (this is input); 

LnT  = the reserve level that Blue will not go below in 

attempting to achieve a force ratio of F,,  (this 
is input); 1K 

F0       = the desired force ratio in any sector for Blue on 2 defense (this is input); 

Lp  = the reserve level that Blue will not go below in 

attempting to achieve a force ratio of F^r     (this 
is input); 

F~w  = the force ratio that Blue will not go above in 

attempting to achieve a reserve level of L?   (this 
is input); and 

Lp   = the average reserve level that Blue attempts to 
achieve when considering whether to withdraw 
divisions from a sector that is not a sector 
either of maximum penetration or in which the 
defender is in a defensive position 

= L<2   (i.e., it is assumed that this average reserve 

level equals L^). 

Similar definitions are made for Red. 
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These definitions provide a force ratio F and a reserve 

level L for each of the reasons for reinforcing or withdrawing 

divisions, with the exception that no force ratio or reserve 

level is defined for withdrawing under-strength divisions (i.e., 
pbwa^ Lbwa? pbwd9 and Lbwd are nQt defined),  The way tnat under- 

strengtn divisions are withdrawn is as follows:  Inputs are 

S*?a = the minimum fractional strength for a Blue type-d 
division to be in combat if Blue is on attack; 

S*?d = the minimum fractional strength for a Blue type-d 
division to be in combat if Blue is on defense; 

and similar definitions are made for Red.  If Blue is on attack 

and the fractional strength of a type-d division in combat is 

below S^a, then that division is withdrawn from the sector to 
d 

the region.l 

Each of the reasons given above for reinforcing or with- 

drawing is considered in a particular order.  The order is as 

follows:  First, the attacker withdraws divisions if constrained 

by front-to-flank ratio.  Then the attacker reinforces, consider- 

ing the reasons in the order listed above.  Then the defender 

reinforces in the order listed above.  Then the attacker with- 

draws divisions in the order listed above, except for front-to- 

flank ratio (which he has already considered).  Then the defender 

withdraws divisions in the order listed above. 

Reinforcements are made in the following manner:  For each 

reason for reinforcing, a force ratio and reserve level are 

defined above.  The reserve level, essentially, says whether 

the side has "enough" divisions in reserve to be able to 

reinforce.  The force ratio gives the goal that the side is 

attempting to achieve by reinforcing.  If the side already has 

that force ratio, then it does not reinforce (for the reason 

*If IDAGAM I is being used to play notional divisions by type, 
then all divisions of the same type in the same sector are 
assumed to be at the same strength.  Thus, if one type-d 
division in a sector is under-strength, all are; and so all 
are withdrawn at the same time. 
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being considered).  If it does not have that force ratio, then 

the side first considers its largest division (according to TOE 

weapons value) in the region.  If that division can be moved 

forward and still stay within the bounds set by the reserve level, 

then that division is moved.  If not, it is not moved.  Then the 

second-largest division is considered.  This procedure continues 

either until the force-ratio goal is achieved (in which case no 

more divisions are moved for the reason being considered) or 

until moving even the smallest division in the region would 

violate the bounds set by the reserve level. 

Withdrawals of under-strength divisions have already been 

described.  All other reasons for withdrawing divisions are con- 

sidered in a way similar to that for reinforcing divisions, but 

with the roles of force ratio and reserve level reversed.  The 

divisions are considered In order from the largest to the smallest; 

and if a division can be withdrawn without violating the force- 

ratio constraint, it is withdrawn—until either the reserve-level 

goal is achieved or until all the divisions have been considered.1 

Finally, if the user wants to input all divisional moves 

rather than let the model's logic move divisions, he can do so 

by setting the force ratio inputs to appropriate levels (zero 

or very large, depending on the situation), and no division will 

be automatically moved.  The user can then direct all divisional 

moves by using the MF subroutine.2 

*In withdrawing divisions, IDAGAM I looks only at the sector under 
consideration and its region.  The average reserve level is de- 
fined to be the reserve level that the region would have if all 
sectors had the same number of divisions as the sector being 
considered. 

accordingly, IDAGAM I can be used to play no individual replace- 
ments (with complete "unit replacements"), complete individual 
replacements, or anything in between.  However, one must be 
careful in attempting to use a general model (such as IDAGAM I) 
to evaluate individual replacement policies versus unit replace- 
ment policies.  (For further details, the reader is referred to 
Anderson [3] and to Kerlin [17] and [18].) 
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4.  Supplies 

a.  Location and Shipment of Supplies 

In IDAGAM I, supplies can be located in sectors, in 

regions, and in the COMMZ.  Supplies in a sector are there for 

use by divisions in the sector.  Supplies in a region are 

accounted for in two places:  (1) those supplies in the region 

for use by divisions in the region and (2) those supplies in 

the region that form a supply pool that feeds supplies to the 

divisions in the region and to the divisions in the sectors 

contained in the region.  Similarly, supplies in the COMMZ are 

accounted for in two places:  (1) those supplies in the COMMZ 

for use by divisions (and replacements and support personnel) 

in the COMMZ and (2) those supplies in the COMMZ that form a 

supply pool which feeds supplies to the divisions in the COMMZ 

and to the various region supply pools.  (Supplies consumed by 

aircraft are taken directly from the COMMZ or region supply 

pools.) 

Based on need, IDAGAM I automatically computes demands and 

ships supplies forward from the COMMZ to regions and from 

regions to sectors, and It ships supplies back and forth from 

the COMMZ and region pools to the divisions in those areas. 

(IDAGAM I cannot automatically ship supplies backwards from 

sectors to regions or from regions to the COMMZ.)  A picture 

showing these various locations for supplies and the directions 

in which supplies can be shipped (for an example case of five 

sectors and two regions on each side) is given in Figure 2 

(below). 

For each region, IDAGAM I computes the quantity of supplies 

demanded by each sector in the region by comparing the days of 

supply on hand in each sector and to an input desired number of 

days of supply.  A similar computation is made for supplies 
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Notation 

BSS(J) 

BsrP(I) 

Bsrd(I) 

Blue supplies 
in sector 0. 

Blue supplies 
in supply pool 
i n region I. 

Blue supplies 
in region I 
for use by 
division in 
the region. 

Blue supplies 
in supply pool 
in COMMZ. 

Blue supplies 
in COMMZ for 
use by divi- 
sions in 
COMMZ. 

(Similar notation holds 
for Red.) 

Bszp 

Bszd 

Blue 
COMMZ 

Blue 
Regions Sectors 

Red 
Regions 

Red 
COMMZ 

FEBA 

Figure 2.  SUPPLY LOCATIONS t-OR AN EXAMPLE OF FIVE SECTORS AND TWO REGIONS ON EACH SIDE 



demanded by divisions located in the region.l     These demands 

are added together and compared to the quantity of supplies in 

that pool to determine the quantity of supplies demanded by that 

region from the COMMZ supply pool.  These comparisons are made 

for each region and, together with the supplies demanded by 

divisions (and replacements and support personnel) in the COMMZ, 

they form the total demand on the COMMZ supply pool.  (Supplies 

can be returned to the COMMZ pool if the divisions in the COMMZ 

have too many supplies.)  Supplies are then sent forward from 

the COMMZ to regions and then from regions to sectors.  At each 

location, if the total demand can be met, then each individual 

demand is filled; and if the total demand cannot be met, then 

whatever supplies are available are prorated according to the 

amount demanded.  This procedure determines the amount of 

supplies demanded by each location and the amount actually 

shipped to each location. 

b.  Interdiction and Destruction of Supplies 

IDAGAM I plays that supplies can be destroyed by enemy 

aircraft in three places.  They can be destroyed (1) in sectors 

by aircraft on CAS missions, (2) en route from regions to sec- 

tors by aircraft diverted to supply-interdiction from CAS 

missions, and (3) in regions by aircraft diverted to supply- 

interdiction from IDR missions.  (IDAGAM I does not play the 

attack of supplies in the COMMZ or in supply depots or ports 

that might be located behind the COMMZ.)  In a sense, IDAGAM I 

actually plays three different kinds of supply-interdiction 

missions, which will be described in this subsection. 

*If the divisions in the region have too many supplies (which 
is possible if they had the right number of supplies at the 
beginning of the day and some divisions from the region were 
sent into combat in Step 8), then supplies are returned to 
the region supply pool. 
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In addition to destruction of supplies by aircraft, 

IDAGAM I plays that ground weapons can destroy enemy supplies 

in sectors in the regular course of fire on the enemy.  This 

destruction is played by assuming that each weapon of a parti- 

cular type in a sector destroys a fixed (input) amount of 

enemy supplies in the sector.  For example, this amount of 

supplies destroyed might be zero for small arms but nonzero 

for artillery. 

For aircraft, IDAGAM I plays that if a type-c aircraft 

successfully delivers its ordnance on a CAS mission, then, in 

addition to the enemy ground people and weapons it kills, it 

destroys X tons of supply (where X is input).  This feature c c 
of IDAGAM I can be used in two ways.  First, it can be used 

in the same sense as the destruction of supplies by ground 

weapons (i.e., it can be used to play the amount of supplies 

that are destroyed incidental to attacks on people and weapons). 

Second, this feature can be used to play direct attacks on 

supplies in sectors—as follows:  Let L  be the number of type-m ^^ cm 
munitions in a notional load carried by a type-c aircraft, 

and suppose that P  of the type-c aircraft attack weapons and 

people while (1 - P ) of these aircraft directly attack supplies 

in the sector.  Suppose that, if a type-c aircraft directly 

attacks supplies, it can destroy Y tons of supplies per 

sortie.  Then, by inputting PL   in place of L  and inputting °  c cm cm 
(1 - P )Y  in place of X , IDAGAM I can play the direct attack 

of supplies in sectors by (1 - P ) of the type-c aircraft 

assigned to CAS missions. 

As described above, IDAGAM I computes the amount of supplies 

demanded by and shipped to each location.  All shipments of sup- 

plies are assumed to arrive at the desired location intact, ex- 

cept for supplies shipped from regions to sectors.  These sup- 

plies can be destroyed or blocked by aircraft diverted from CAS 

missions to supply-interdiction missions, in the following way: 
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Aircraft diverted from CAS missions to supply-interdiction 

missions are assumed to attack supplies en route from regions 

to sectors.  Let B (J) be the number of successful Blue type-c 

aircraft sent on CAS missions in sector J before the fraction 
bsi that do instead supply interdiction are subtracted, let P 

be the fraction of Blue type-c aircraft that are sent instead 

to interdict supplies en route to sectors (this is an input), 
si and let B  (J) be the number of Blue type-c aircraft that inter- 

diet supplies en route to sector J.  Then 

Bf (J) = F£S1BJ(J) 

and the number of Blue type-c aircraft that actually do CAS 

missions in sector J is (1 - F^si)B^(J).  Each Blue type-c 

aircraft that successfully delivers its ordnance on missions to 

interdict supplies en route to sector J is assumed to destroy 

U  tons of supplies and to block V (J) of the remaining supplies 
c .       v_ 

from reaching the sector—where U and V (J) are input.  For 
sr s 

example, suppose that Red is attempting to ship R   (J) tons of 

supplies from a region to sector J, then the number of supplies 

en route to sector J that are assumed to be destroyed is given 

by 

RSrS(J) = min (Rsrs(J), I   uV^J)} , 
c  c c 

and the number of supplies that are assumed to be blocked is 

given by 

(RSrS(J) - Rsrs(J)) min {£ Vb(J)B^(J), 1.0} 
c 

(i.e., this amount of supplies is returned to the region 

supply pool instead of being able to reach the divisions in 

sector J).  Similar calculations are made for Red interdicting 

Blue supplies. 
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The number of aircraft that do supply interdiction in 

regions instead of IDR missions is calculated in a manner 

analogous to the way that aircraft are diverted from CAS 
7 

missions to interdict supplies en route to sectors.  If B (IR) 

is the number of successful Blue type-c aircraft sent on IDR 

missions in region IR, then F rB7(IR) aircraft interdict 
c     bir supplies in that region instead, where F   is an input; and 

br each of these aircraft is assumed to distribute U  tons of 

supply.  The destruction of supplies in a region is prorated 

between the region supply pool and the supplies in the region 

for use by divisions in the region. 

The interdiction and destruction of supplies reduces 

either the number of supplies in sectors or the capability to 

resupply the sectors.  As the number of supplies in sectors is 

reduced (through direct destruction and through consumption 

without resupply), the effectiveness of the divisions in the 

sectors is reduced (as described in Subsection (2) of Section 

C.2.d. 
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Chapter III 

LIMITATIONS OF IDAGAM I AND 
SUGGESTIONS FOR FURTHER RESEARCH 

Section A of this chapter describes some limitations in 

the scope of IDAGAM I.  Limitations in the factors of combat 

that are modeled in IDAGAM I are the subject of Sections B, 

C, and D.  Suggestions for further research are given in 

Section E. 

A war game can be thought of as accounting for various 

resources on each side, allocating these resources to various 

combat missions or situations, and computing attrition to these 

resources.  Limitations in the attrition processes of IDAGAM I 

are discussed in Section B, limitations of the allocation pro- 

cesses are discussed in Section C, and limitations of the 

accounting processes are discussed in Section D. 

A.   LIMITATIONS IN SCOPE 

Some factors of combat that are not explicitly modeled In 

IDAGAM I are listed below: 

(1) A complete theater-level general-purpose forces model 
would consider interactions of the resources and mis- 
sions played in IDAGAM I with some resources and mis- 
sions that are not played (such as merchant shipping, 
aircraft carriers, and antisubmarine warfare). 

(2) Depending on the scenario, a conventional war might 
lead to the use of tactical or strategic nuclear 
weapons.  IDAGAM I does not account for this possi- 
bility in any way. 

(3) IDAGAM I does not play detailed logistics, the maneuver 
of individual units, road networks, intelligence, com- 
mand and control, leadership, morale, prisoners of war, 
or refugees. 
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(4) IDAGAM I does not play the capture of cities or other 
quasi-political events that could shape a war. 

(5) IDAGAM I does not explicitly play the effects of range, 
line of sight, or mobility for ground weapons.  Not 
playing these effects may be acceptable for a theater- 
level model (since these factors can be considered 
implicitly when constructing the input parameters), 
but it is still important to note. 

(6) IDAGAM I includes no cost structure. 

B.   LIMITATIONS OF THE ATTRITION PROCESSES 

1.   Primary Limitation of IDAGAM I 

The primary limitation of IDAGAM I is that it is a deter- 

ministic model.  This limitation affects more than just the 

attrition processes.  (For example, IDAGAM I cannot send all 

aircraft on one mission with probability 0.6 and on another 

mission with probability O.A.  It must send 60 percent of the 

aircraft on the first mission and 40 percent on the second. 

Nor can IDAGAM I properly play weather or other stochastic 

phenomena.)  But the most obvious impact of this limitation 

concerns attrition calculations. 

Attrition is not a deterministic process.  There are 

probabilities of detection or engagement and probabilities of 

kill, given engagement.  Using expected values in place of 

probabilities, as IDAGAM I does, yields expected values of 

attrition only if the model is purely linear.  And IDAGAM I 

certainly is not linear.  As a result, each attrition calcu- 

lation for each day does not yield the correct expected value, 

Without a model that computes expected values for attrition 

correctly, it is not possible to compute exactly how great 

this error is or how this error compounds over, say, a 

90-day war. 

A rough estimate of the scope of the error due to deter- 

ministic limitations is as follows: Suppose that IDAGAM I is 

being used to model a scenario in which there are a fixed 
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number of divisions available to each side (this number may be 

increased day by day if new divisions enter the theater, but 

on any given day the number is fixed), and suppose that each 

side has enough soldiers and weapons to replace all combat 

losses that occur to these divisions (but that these replace- 

ments cannot be used to form new divisions).  Suppose also that 

the same assumption holds for air wings.  That is, suppose 

there are a fixed number of air wings (i.e., aircraft "slots") 

available to each side, and that each side has enough pilots 

and aircraft to replace all losses (i.e., all aircraft "slots" 

are always filled).  But suppose these replacement pilots and 

aircraft cannot be brought into the theater except as one-for- 

one replacements for combat losses. 

With these assumptions, the results of a deterministic 

attrition process (such as that in IDAGAM I) would seem to be 

close to the probabilistically correct results, because all 

losses are replaced; and, thus, stochastic variations in losses 

on one day will not affect the results of the next day. 

But now suppose that these assumptions do not hold.  That 

is, suppose that there are limited numbers of replacement tanks, 

aircraft, soldiers, etc., so that a side might run short (due to 

combat losses).  Or suppose that the number of divisions and air 

wings in the theater is not fixed, so that a side has the option 

of using some of its replacements to form new divisions or new 

air wings at the risk of later running short on replacements. 

If either or both of these assumptions hold, then shortages 

might occur; and it is when shortages occur that stochastic 

variations are most significant.  (For example, the derivation 

of the deterministic Lanchester square equation from probabi- 

listic assumptions requires dismissing as negligible the proba- 

bility that the number of weapons of any type on either side is 

ever close to zero.) 
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Requiring the first assumption above (that the number of 

divisions and air wings in the theater is fixed but that the 

number of replacements is unlimited) is a severe defect of any 

deterministic model and, accordingly, is a severe defect of 

IDAGAM I. 

2.  Other Limitations of the Attrition Processes in IDAGAM I 

The limitations listed below are roughly in order of their 

importance. 

a. IDAGAM I allows air forces to interdict enemy divisions 

in reserve, to destroy supplies, and to interdict the shipment 

of supplies.  But these missions, plus CAS and suppression 

missions, are the only missions that IDAGAM I plays for aircraft 

that directly affect the enemy ground forces.  There may be other 

significant missions for aircraft.  For example, divisions on the 

move may be much more vulnerable to air attack than are station- 

ary divisions in reserve or divisions actively engaged in combat. 

But IDAGAM I does not allow air forces selectively to attack 

moving divisions with increased effectiveness.  Other such 

examples can be constructed.  It may be that significant im- 

provements can be made in the way that tue contribution of air 

forces to the ground war is modeled. 

b. Weapons (and aircraft) in IDAGAM I either destroy or 

damage enemy weapons (and aircraft) or leave them unharmed and 

fully effective.  IDAGAM I does not allow ground weapons to be 

suppressed, nor does it allow attacking aircraft to be forced 

to drop their ordnance yet return home safely.  Since suppres- 

sion (both air and ground) may be a significant factor in com- 

bat, the fact that IDAGAM I cannot directly play suppression 

may be a significant limitation. 
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C.  The Lanchester equation used by the ground-combat 

model (and available as an option in the air-combat model) is 

a first-order approximation to a correct expression for the 

expected attrition based on certain assumptions (see Karr [15]). 

Perhaps a first-order approximation is not sufficient and, if 

so, higher order approximations should be considered.  In addi- 

tion, those assumptions do not allow shooting weapons to acquire 

"dead" enemy weapons as targets and to "waste" their fire on 

these dead targets.  Perhaps this wasting of fire should be 

allowed.  Finally, further research is needed to determine 

whether the method for allocating fire used in IDAGAM I should 

be improved. 

The assumptions behind the binomial equations in the 

air-combat model are given in Karr [16].  These assumptions 

seem fairly realistic, except for the assumptions that the 

same form of equation holds for both sides and that all the 

aircraft on both sides must shoot at each other simultaneously. 

It might seem more reasonable (1) to assume that there are 

(a) defenders that form a barrier and (b) penetrators that 

try to get through the barrier to attack targets on the other 

side and (2) to develop an attrition process based on the 

asymmetric role of the defenders and penetrators.  (Work on 

such an attrition process has begun at IDA, but this process 

is not incorporated into IDAGAM I.) 

d.  Attrition equations for ground combat in IDAGAM I 

calculate potential numbers of weapons killed and then scale 

these potentials, based on force ratios and total casualties, 

to obtain actual numbers of weapons killed.  A reasonable 

variation of this structure would be to redefine the inputs 

so that the results of the attrition equations could be inter- 

preted directly as the actual numbers of weapons killed (by 

type), thus avoiding the scaling based on force ratios and 
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casualties.  This new attrition process would be identical to 

the way that attrition to divisions in reserve is now computed 

in the air-combat model.  There are advantages and limitations 

to such an attrition process (compared to the one now used by 

IDAGAM I), and it would be an improvement to IDAGAM I to have 

this process available as an option. 

e. IDAGAM I can play synergistic effects in the sense that 

weapons of different types have different capabilities against 

different types of targets.  Also, weapons of one type might be 

needed to help protect weapons of another type on the same side.1 

But IDAGAM I cannot play that weapons of one type have an effec- 

tiveness that is increased in some way by the presence of other 

types of weapons on the same side.  (It is not clear whether 

this type of synergism holds or, if it holds, whether it is 

significant.  But if further studies indicate that it does hold 

and is significant, then not playing it would prove to be a 

limitation of IDAGAM I that severely affects the use of IDAGAM I 

to make weapons trade-offs.) 

f. IDAGAM I essentially assesses attrition once each day. 

Thus, it uses a one-day discrete time approximation for attri- 

tion that, in reality, is closer to being a continuous process 

than it is to being a step process with 24-hour steps.  This 

may not be a significant limitation for most uses of IDAGAM I, 

but this limitation could be considered in further research. 

*For example, tanks might be relatively ineffective without in- 
fantry to protect them from enemy hand-held antitank weapons, 
and artillery might be ineffective without infantry and tanks 
to protect it from direct assault.  IDAGAM I allows this type 
of synergism to be played (see Chapter III of Volume 3 for 
further details). 
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C.   LIMITATIONS OF THE ALLOCATION PROCESS 

There are several levels of allocation of resources that 

can be considered in a theater-level model of combat.  There 

are detailed allocations, such as allocation of ground fire. 

There are tactical allocations that a theater commander may 

have direct control of, such as where aircraft should be based, 

what missions aircraft should fly, where these missions should 

be flown, in which sectors ground forces should be concentrated, 

in which sectors a side should attack, and what the reserve 

policy should be.  And there are force-mix allocations (e.g., 

how many artillery, tanks, interceptors, and fighter/bombers 

a side should have—assuming, say, a fixed budget for general- 

purpose forces) that must be made well before a war begins. 

IDAGAM I treats the allocation of fire against an arbitrary 

force as a function of the mix of that force and an input allo- 

cation against a particular (standard) force. 

IDAGAM I requires that the force-mix allocation be made 

directly by the user.  That is, the numbers of all resources 

and the times when the resources become available must be 

entered into the model by the user.  IDAGAM I cannot take a 

budget and determine what the force mix should be to satisfy 

some criteria. 

Roughly speaking, there are three ways to make allocations: 

by user input, by an optimization algorithm,1 or by an algo- 

rithm that attempts to produce a reasonable (in some sense) 

allocation but that does not attempt to solve a formal opti- 

mization problem.  Some of the tactical allocations can be 

made in IDAGAM I only by direct user input; one can only be 

made by a nonoptimization algorithm; and the rest can be 

*By an "optimization algorithm" we mean an algorithm that 
attempts to give the optimal strategies for both sides of 
a two-person, zero-sum game. 
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made either by Input or by nonoptimization algorithms (in all 

cases, these algorithms are based on user-supplied input parame- 

ters).  IDAGAM I cannot solve a formal optimization problem to 

make any allocation. 

The reason that we did not attempt to use an optimization 

algorithm to make allocations is as follows:  Finding an 

algorithm that produces optimal strategies for a game in which 

the strategy space includes all the tactical decisions listed 

above would be a difficult research task.  Indeed, finding an 

algorithm that optimizes over one of these tactical allocations 

(assigning aircraft to missions) is difficult (see Bracken [10], 

for example).  And even if such an algorithm could be found, 

the result would be suboptimal when it is considered in light 

of all the tactical allocations that a theater commander must 
■ make. 

As an alternative to an optimization algorithm, we first 

considered allowing each allocation to be made either by input 

or by a nonoptimization algorithm.  But one allocation problem— 

the allocation of aircraft to target areas (i.e., in which 

sectors CAS aircraft should attack, against which airbases ABA 

aircraft should attack, etc.)—was tedious to input and 

required constant revision (if the number of aircraft on an 

airbase dropped to zero, then the attacker would want to 

attack a different airbase with his ABA aircraft).  Further, 

to allow for both user input and a nonoptimization algorithm 

to handle this allocation would require a considerable addi- 

tional amount of storage space in the computer.  Accordingly, 

only a nonoptimization algorithm is available to handle this 

particular allocation. 

Two tactical allocations can be made only by user input: 

the allocations that determine (1) how many of each type of 
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aircraft are based on each airbase on each day of the war 

and (2) what missions these aircraft fly on each day.1 

The movement of divisions within the theater (including 

the time of movement, where the move takes place, and which 

divisions are moved) and whether or not the theater attacker 

attacks in a particular sector are decisions that can be made 

either by user input or by nonoptimization algorithms. 

D.   LIMITATIONS OF THE ACCOUNTING PROCESS 

A theater-level model cannot play, practically, all the 

details of combat; and each detail such a model does not play 

is a limitation of that model.  For example, IDAGAM I does not 

allow sortie rates for aircraft to be a function of where the 

aircraft are based, nor does it allow the potential number of 

enemy weapons that a weapon can kill to be a function of the 

type of division that the weapon is in.  Many more such examples 

of omitted details could be constructed, and one could question 

how important each of these details is.  But a more important 

question is whether the overall level of detail is proper. 

Given that IDAGAM I as a deterministic model cannot play signi- 

ficant stochastic variations, a limitation of IDAGAM I may be 

that it already plays too many details.  In Section E.l below, 

we suggest that further research should consider building a 

model that can handle stochastic variations, perhaps at the 

expense of some of the details currently played in IDAGAM I. 

*There are several models that can be used to provide Inputs 
for the allocation of aircraft to missions.  TAC CONTENDER 
(U.S. Air Force [23]) and OPTSA (Bracken [10]) are optimiza- 
tion models, and the GACAM model (Bracken et al. [12]) con- 
tains a nonoptimization algorithm to allocate aircraft to 
missions. 
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E.   SUGGESTIONS FOR FURTHER RESEARCH 

1.   The Current Most Important Research Problem 

Currently, the most important research problem in the 

construction of a theater-level nonnuclear model of combat 

is reasonably to incorporate stochastic phenonema into such 

a model.  We believe that this problem is most important for 

the following reasons: 

Stochastic variations can be very important in determining 

the outcome of combat.  The primary reason for this importance 

is that, as discussed above, stochastic considerations in attri- 

tion processes are important when there is a possibility of a 

shortage of weapons or aircraft.  The basic issue concerns the 

likelihood of shortages of some types of weapons or aircraft. 

A deterministic approximation to stochastic attrition would 

be reasonable if there were no possibility of shortage—either 

because there will always be enough replacements (which, for 

some reason, cannot be used except as replacements) or because 

attrition to all types of weapons is always small (e.g., small 

enough so that neither side loses more than 10 percent of its 

tanks or of its attack aircraft over the course of the war, 

which for a 90-day war is a loss rate of about 0.1 percent per 

day).  But if there is a possibility of shortage (or, equiva- 

lently, if weapons or aircraft have to be diverted from their 

primary missions in order to manage losses), then stochastic 

considerations are important and a deterministic model is 

inadequate. 

A second reason that the stochastic variations are impor- 

tant is that weather is a stochastic phenonemon; and weather 

can have a considerable influence on combat, especially on air 

combat.  Also, a deterministic model cannot be used to play 

mixed strategies.  So, if mixed strategies are important (and 

some game-theoretic models indicate that they are), then this 
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is another reason that is is important to play stochastic 

variations. 

For these reasons, it appears that stochastic variations 

are important in modeling combat.  But this importance alone 

would not make it the most important research problem at this 

time.  Two other questions need to be considered:  How impor- 

tant are the other "unsolved" research problems in this area? 

And is there a reasonable possibility that stochastic variations 

can be adequately incorporated into these combat models (without 

these models becoming mathematically intractable)? 

Other significant research problems concerning the con- 

struction of models of theater-level, nonnuclear combat are— 

(1) developing better descriptions of attrition processes, 

(2) optimizing allocation of resources, and (3) playing more 

details.  First, understanding and adequately playing stochas- 

tic variations in attrition processes is, we believe, the best 

improvement that can be made to the way that attrition is con- 

sidered in theater-level combat models.  Second, optimizing the 

allocations made in a deterministic model that inadequately 

describes combat may have some merit, but it is not as important 

as developing a model that does adequately describe combat (and 

then, perhaps, optimizing the allocations for that model in 

some way).  Third, since some of the details that IDAGAM I now 

plays are not very significant (either because the outcomes are 

relatively insensitive to variations in them or because data are 

not available to that level of detail), it would be reasonable 

to give  up   some of the details already played (if necessary) to 

be able to play significant stochastic variations—not to men- 

tion attempting to add  additional details to a model that cannot 

play stochastic variations. 

Finally, a drawback to developing a truly stochastic model 

has been that computing exactly all the stochastic variations 

is an intractable mathematical problem, while using Monte Carlo 
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techniques has led to models whose running times are too long 

to make a reasonable number of iterations. 

There are two solutions to these difficulties.  First, a 

Monte Carlo model could be developed that plays only the most 

significant details of combat (a deterministic model such as 

IDAGAM I could be used to determine which details are the most 

significant) and that randomizes only the most appropriate 

variables.  By cutting down on the details played, IDAGAM I 

can run about 4 minutes of CPU time.  Thus, if it were a 

Monte Carlo model with relatively few random variables, 15 

iterations could be run in about 60 minutes of CPU time. 

A second solution is to develop a model that approximates 

the distribution of random variables in such a way that the 

model is mathematically tractable.  Such a model would not 

give the precisely correct stochastic variations, but it would 

be able to reflect stochastic variations and would give better 

approximations than deterministic models to the mathematically 

correct results.  Advantages of such a model over a Monte Carlo 

model are that it would have to be run only once and that it 

would produce the same result if it were run twice with the 

same data.  A relative disadvantage of such a model is that it 

would use more computer space and take longer to run than would 

one iteration of an equivalent Monte Carlo model. 

We believe that it is possible to develop a model of 

theater-level combat that approximates the distribution of 

stochastic events in a reasonable yet tractable way.  But 

whether this approach or the Monte Carlo approach or some 

other approach is taken, we believe that the most important 

research problem at this time in the construction of a theater- 

level, nonnuclear model of combat is reasonably to incorporate 

stochastic variations into such a model. 
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2.  Short-Run Improvements 

In view of the comments above, we do not recommend spending 

a significant effort now to optimize the allocations made by 

IDAGAM I or to add additional details to the model.  Use of the 

model may indicate ways in which the nonoptimization algorithms 

can be significantly improved, in which case these improvements 

should be made.  Also, there may be cases where a small effor*- 

to add a few particular details may add significantly to the 

usefulness of the model for a particular study.  If making minor 

changes in either the logic or output of IDAGAM I would enhance 

its usefulness to a study, then such changes should be made at 

the computer facility that is running IDAGAM I for that study. 

In addition, there are a few changes to IDAGAM I that we feel 

would be generally useful, would add significantly to capabili- 

ties of the model, and would require only a minor effort to 

incorporate into IDAGAM I.  These changes are listed below 

roughly in order of their importance. 

a. Notional loads of munitions for aircraft on CAS 

missions and the probabilities of kill of sheltered and non- 

sheltered aircraft by aircraft on ABA missions should be a 

function of the distance the aircraft have to fly.  For example, 

an aircraft flying a CAS mission from the COMMZ would have a 

smaller notional load than the same type of aircraft flying a 

CAS mission from the forward airbase in a region. 

b. Aircraft on ABA missions should be able preferentially 

to attack enemy forward-region airbases rather than simply 

attacking the enemy airbases in proportion to the weighted 

number of aircraft on each airbase.  This capability should 

be allowed because, in general, aircraft are more likely to 

be shot down on ABA missions to rearward airbases than they 

are on ABA missions to forward airbases. 

131 



c. With one exception, IDAGAM I first moves reinforcement 

divisions from regions to sectors and then withdraws divisions 

from sectors to regions.  There are many cases where this order 

is irrelevant; but if a side is being constrained by the maximum 

number of divisions allowed in the sectors, then a better general 

rule would be to make the withdrawals first and then reinforce 

the sectors as appropriate. 

d. Divisions are withdrawn if their personnel strength falls 

below an input minimum.  It is reasonable to withdraw a division 

if its effectiveness is too low, but personnel strength is only 

one factor that determines the effectiveness of a division.  Level 

of reorganization and weapons strength should also be considered 

in determining whether to withdraw a division for low effectiveness, 

These same points apply to the determination of whether an under- 

strength division in reserve is effective enough to be used to 

reinforce sectors. 

e. If the TOE of a division includes a divisional slice for 

artillery (and, perhaps, SAMs), then the artillery will be with- 

drawn if the division is withdrawn.  As an option, it would be 

reasonable to allow one type of division to be an artillery unit 

that would automatically be be withdrawn.  Artillery then could be 

put into this type of unit instead of into a division slice, and 

this option would reflect a doctrine of not withdrawing artillery. 

f. It would be reasonable to allow, as an option, more divi- 

sions to be deployed in a sector automatically as casualties reduce 

the size of the divisions already there (rather than have a maximum 

number of divisions in each sector that can be increased only by 

user input). 

These and other improvements are currently being implemented 

at IDA, and prospective users of IDAGAM I should consult IDA con- 

cerning the status of these improvements. 

132 



REFERENCES 

1. Anderson, Lowell Bruce, A  Method for Determining Linear 
Weighting- Values  for Individual  Weapons  Systems,   Working 
Paper WP-4, Improved Methodologies for General Purpose 
Forces Planning (New Methods Study), Institute for Defense 
Analyses, Revised April 1973. 

2. Anderson, Lowell Bruce, A Brief Review  of Some Air-to-Air 
Models,   Working Paper WP-29, Improved Methodologies for 
General Purpose Forces Planning (New Methods Study), Insti- 
tute for Defense Analyses, August 1, 1972. 

3. Anderson, Lowell Bruce, Some   Comments   on   the   Use   of An 
ATLAS-Type  Model   to  Evaluate  Replacement  Policies,   Working 
Paper WP-62, Improved Methodologies for General Purpose 
Forces Planning (New Methods Study), Institute for Defense 
Analyses, January 22, 1973. 

^.  Anderson, Lowell Bruce, A  Brief Description  of How  Relative 
Weapon  Density   Can  Be   Introduced Into  Attrition  Calculations3 
Working Paper WP-69, Improved Methodologies for General 
Purpose Forces Planning (New Methods Study), Institute for 
Defense Analyses, April 1973. 

5. Anderson, Lowell Bruce, A Discussion on How the Contribution 
of Air Power Should Be Considered in Force Ratios for Deter- 
mining Casualties, Working Paper WP-2, Project 23-21, Insti- 
tute for Defense Analyses, July 1973. 

6. Anderson, Lowell Bruce, The   Calculation  of Force Ratios   From 
Firepower  Matrices   Based on   a  Casualty  Approach, Working 
Paper WP-1, Project 23-22, Institute for Defense Analyses, 
July 1973. 

7. Anderson, Lowell Bruce, The  Relationship  Between  IDAGAM I 
and  the   Limitations   of GACAM II,   Working Paper WP-5, Project 
23-22, Institute for Defense Analyses, August 1973. 

8. Anderson, Lowell Bruce, A  Summary   of the   Differences   Between 
GACAM II  and IDAGAM I,   Working Paper WP-6, Project 23-22, 
Institute for Defense Analyses, August 22, 1973. 

133 



9.  Anderson, Lowell Bruce, and Jerome Bracken, An Example  Cal- 
culation  for  the  IDAGAM Attrition Process,   Working Paper 
WP-2, Project 23-22, Institute for Defense Analyses, July 
1973. 

10. Bracken, Jerome, Two  Optimal Sortie  Allocation  Models-- 
Vol.   I:   Methodolgy  and Sample  Results;   Vol.   II:   Computer 
Program Documentation,   Institute for Defense Analyses, 
Paper P-992, December 1973. 

11. Bracken, Jerome, Lowell Bruce Anderson, James F. Boylan, 
Edward P. Kerlin, and Donald A. Luttrell, Ground-Air  Cam- 
paign Model II   (GACAM II),   Smooth Draft, Institute for 
Defense Analyses, 2 March 1973. 

12. Bracken, Jerome, et al., Methodologies  for  General  Purposes 
Forces  Planning   (in 10 volumes), WSEG Report 165 (IDA 
Report R-175), April 1971, SECRET. 

13. Dare, D. P., and B. A. P. James, The  Derivation  of Some 
Parameters   for a  Corps/Division  Model  From  a Battle   Group 
Model,   Defence Operation Analysis Establishment Memorandum 
7120, Ministry of Defence, West Byfleet, United Kingdom, 
July 1971, CONFIDENTIAL. 

lh.  Holter, William H., et al., Appendix D:     NATO  Combat  Capa- 
bilities  Analysis   II   (COMCAP II)   (U), GRC Report OAD-CR-8, 
General Research Corporation, McLean, Virginia, August 1973, 
SECRET (Appendix D is unclassified). 

15. Karr, Alan F., Stochastic Attrition Models  of Lanchester 
Type,   Institute for Defense Analyses, Paper P-1030 , 
June 197*4. 

16. Karr, Alan F., On   a  Class   of Binomial  Attrition  Processes, 
Institute for Defense Analyses, Paper P-1031, June 197^. 

17. Kerlin, Edward P., Comments   on   the  Replacement  Policy  Issue 
(U), Working Paper WP-63, Improved Methodologies for General 
Purpose Forces Planning (New Methods Study), Institute for 
Defense Analyses, January 31, 1973, SECRET. 

18. Kerlin, Edward P., A  Stylized Analysis  of the  Replacement 
Problem,   Working Paper WP-66, Improved Methodologies for 
General Purpose Forces Planning (New Methods Study), Insti- 
tute for Defense Analyses, February 1973. 

19. Kerlin, Edward P., and Robert H. Cole, ATLAS:     A  Tactical, 
Logistical  and Air Simulation   (Documentation  and  User's 
Guide),   Research Analysis Corporation, April 1969. 

131* 



20. Newman, John T., et al., Theater Force Evaluation System 
for CONAF (Conceptual Design for the Army in the Field), 
Vol. II: Methodology, Research Analysis Corporation, May 
1972. 

21. Spudich, John, The  Relative  Kill  Productivity  Exchange 
Ratio  Technique,   Booz-Allen Applied Research, Inc., Com- 
bined Arms Research Office, n.d. 

22. Thrall, Robert M., and Associates, Chapter 2.C, Final 
Report   to   US Army  Strategy  and Tactics  Analysis   Group 
(RMT-200-R4-33), May 1972.  (This reference is virtually 
identical to David R. Howes and Robert M. Thrall, "A Theory 
of Ideal Linear Weights for Heterogeneous Combat Forces," 
Naval   Logistics   Research  Quarterly,   Vol. 20, No. k,   December 
1973.) 

23. U.S. Air Force, ACS, SA, Methodology   for  Use   in  Measuring 
the  Effectiveness   of General  Purposes   Forces   (An  Algorithm 
for Approximating   the   Game   Theoretic   Value  of N-Staged 
Games),   SABER  GRAND   (ALPHA),   March 1971. 

2k.     U.S. Army, Combat Developments Command, Headquarters, TAB E, 
Appendix II to Annex L, Tank,   Anti-Tank  and Assault  Weapons 
Requirements  Study   (U), Phase III (TATAWS III), December 
1968, SECRET-NOFORN (Tab E, Appendix II to Annex L is un- 
classified) . 

135 





Tl 
Comprehe jn. 

hut: i ei 

See 
: e  oper^tioi 

,     ♦.vlGO- 

ID 

DL    i 

Mil. opera 
üperat ions   res 
supc se  p.a 
Buppor 

-'-in   1 \ IL>A   GroLind- 

fne 

non- ;een 
repc 

Van abl er. 
Portions,     i4j    DocuiTentatiO 
SECRLT or) 

- U> 

acticaj 
-•snaticai   moc 

;AGAn 

d-Air 

sater-level   mode 
:^o  opposina   forces.    The 

11ows: 
ons   of 

:rlpt1 on   of   Select 
,   and    (5)    Testing    <U> 



UNCLASSIFIED 
DUDLEY KNOX LIBRARY - RESEARCH REPORTS 

U16570 

5 6853 01078342 6 

UNCLASSIFIED J 


